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Abstract

Ray tracing rendering technology enhances scene real-
ism and offers immersive experiences. However, it demands
significant computational resources to trace and compute
light-object interactions. As a result, traditional local GPU
rendering might not meet the demands for high image quality
and low latency. Moreover, many applications are tailored to
utilize the resources of a single GPU, limiting their capacity
to increase computational power through additional GPUs.

This paper presents gVulkan, the first transparent multi-
GPU acceleration rendering solution for Vulkan-based ray
tracing. To address the bottleneck caused by limited local
GPU resources, gVulkan can offload ray tracing rendering
to the cloud via API-forwarding. In the cloud, gVulkan em-
ploys Split Frame Rendering (SFR) to enable an arbitrary
number of GPUs to accelerate rendering in parallel, while
dynamically self-rebalancing the workload at a pixel-grained
level across GPUs. Experiments demonstrate that gVulkan
can accelerate Vulkan-based ray tracing programs in an
application-unaware manner. By dynamically rebalancing
each GPU’s workload, gVulkan achieves good linearity with
3.81x speedup across 4 GPUs on average.

1 Introduction

Real-time rendering is applied in many fields, such as art
design, gaming, and visualization [23, 40,42], and has con-
tinuously attracted people’s attention. This technique pivots
on two crucial metrics for enhancing user experience: high
quality and low latency. High-quality rendering deepens user
immersion in visuals, while low latency reduces user wait
times. Traditionally, real-time rendering has relied on raster-
ization, which compromises some image quality to maintain
low latency, a standard practice for several decades. How-
ever, with the integration of hardware ray tracing pipelines
in GPUs [11,44], the ray tracing approach has also entered
the realm of real-time rendering.

Ray tracing is a common technique in mainstream graph-
ics rendering. In contrast to rasterization rendering [1], ray
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Figure 1: Traditional Vulkan APP w/ and w/o gVulkan. Tra-
ditional Vulkan APP can only use one GPU lead to low FPS,
while use gVulkan can utilize GPU resources in cloud to
accelerate rendering.

tracing is particularly effective at generating more realis-
tic lighting and shadow effects. Ray tracing uses the prin-
ciple of reversibility of light paths, emitting rays from the
camera towards the screen. After colliding with the scene,
these rays produce reflections, refractions, and diffuse re-
flections, ultimately capturing their true colors. Therefore, it
can accurately reproduce various reflection effects, which is
unachievable by rasterization.

However, ray tracing is a computationally intensive task
that requires significant resources to accurately simulate
the interaction between light rays and objects in a virtual
environment [5,21,37]. As the demand for more complex
and larger-scale scenes continues to grow, the computational
requirements for ray tracing within these scenes have cor-
respondingly increased. GPUs primarily designed for ras-
terization lack the necessary computational power to meet
these demands. Therefore, traditional local GPU rendering is
insufficient to satisfy the requirements for high computation
and low latency.

Several solutions have been proposed to accelerate ray
tracing, which mainly focuses on hardware-level support [4,
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26]. However, these optimizations either require significant
modifications to modern GPU workflow or require specific
hardware support that introduces a high manufacturing over-
head. While such optimizations have shown promise in ac-
celerating the ray tracing process, they may not be practical
or cost-effective.

Furthermore, in computer graphics, leveraging multiple
GPUs for concurrent rendering is a classic approach for ac-
celeration [6]. Alternate frame rendering (AFR) and split-
frame rendering (SFR) are crucial techniques in this context.
However, AFR does not reduce the latency introduced by
each frame, making SFR a more strategic choice. SFR encom-
passes three primary strategies: sort-first, sort-middle, and
sort-last [24,28,41]. Existing research on sort-middle mainly
focuses on rasterization [35,38], while sort-last requires con-
siderable effort to merge the split results [10]. Image paral-
lelization methods like sort-first [20,25], while not achieving
even workload distribution in rasterization, tend to be more
favorable for the workload of ray tracing.

However, as shown in Fig. 1a, most ray tracing applications
are developed for a single GPU. In general, an application can
only use one GPU. Therefore, these solutions to accelerate
ray tracing require intrusive changes to the source applica-
tions. Consequently, the newly designed solutions cannot be
quickly integrated into the existing application ecosystem.
They can only be applied in the future when new applica-
tions incorporate these designs during development, but it
will take a long time before they truly become effective.

To accelerate rendering in an application-unaware man-
ner, choosing the right graphics API is also crucial. Vulkan,
as a high-performance, cross-platform, open-source graph-
ics API [34], plays an important role in high-quality real-
time rendering. As a low-overhead, low-latency, and low-
level graphics API, Vulkan requires developers to control
resources finely. Compared to other open-source graphics
APIs like OpenGL, Vulkan can fully utilize hardware capa-
bilities for performance optimization [7, 19]. It also provides
support for hardware-accelerated ray tracing and offers bet-
ter support for multi-threading [27, 29].

This paper introduces gVulkan, an application-unaware
scalable multi-GPU acceleration rendering solution designed
for Vulkan-based ray tracing applications. gVulkan offloads
ray tracing rendering to the cloud, effectively alleviating lo-
cal GPU pressure without necessitating a specific hardware
architecture, while maintaining transparency for use-cases
with respect to cloud-based acceleration. Within the cloud,
gVulkan customizes the API streaming as well as shader re-
quired by each GPU, employs split-frame rendering (SFR),
enabling multiple GPUs to process pixel-grained tasks con-
currently and balance workload dynamically. This approach
enhances GPU utilization and reduces computational latency.
Finally, the generated video stream is compressed using FFm-
peg and transmitted back to the user end for output.

To date, we have developed a prototype of gVulkan for
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Figure 2: The latency of rasterization and ray tracing.

both Windows and Linux platforms. Performance results

demonstrate that gVulkan imposes only negligible memory

overhead, and achieves high scalability and dynamically ad-
justable design goals with reduced intra-frame latency. To
the best of our knowledge, gVulkan is the first transparent
multi-GPU acceleration rendering solution for Vulkan-based
ray tracing that supports high scalability and dynamic self-
rebalancing.

Overall, this work makes the following contributions:

1. We implemented a prototype of gVulkan, a transparent
multi-GPU acceleration solution, offering high scalability
and pixel-grained dynamic self-rebalancing for Vulkan-
based ray tracing.

2. gVulkan introduces a latency-determined adaptive load
balancing mechanism, dynamically adjusting the GPU
load at pixel-grained to achieve single-frame rendering
with minimum latency.

3. gVulkan proposes a dependency-decoupled parallel ren-
dering approach that customizes the API streaming for
each GPU and accelerates the rendering process.

4. gVulkan proposes a resource-classified transparent for-
warding scheme for the Vulkan API, which fully utilizes
the rendering power of the GPU pool in use-cases trans-
parent manner, achieving high ecological compatibility.

5. To address existing Vulkan APIs’ limitations that lack
support for partial rendering in ray tracing, gVulkan in-
troduces Shader Customizer, which enables transparent
and non-uniform GPU splitting in use-cases without mod-
ifying the driver.

6. Compared to locally executed Vulkan use-cases, gVulkan
achieved a speedup of 3.81x using 4 GPUs. It provides
QoS assurance for use-cases that were previously unable
to be assured without altering the source code.

2 Motivation

In this section, we briefly introduce the current status of ray
tracing technology. We discuss the challenges of high-quality
real-time rendering in online interactive scenarios.

2.1 The Latency of Ray Tracing

The two most common rendering techniques in computer
graphics are rasterization and ray tracing. Rasterization con-
verts objects in a 3D scene into 2D pixels and renders them

1152 2024 USENIX Annual Technical Conference

USENIX Association



#Ray=4
#Bounces=16

#Ray=32
#Bounces=16

#Ray=32,
#Bounces=4

(@) (b) ©

Figure 3: The image quality between Vulkan and gVulkan in
same latency. (b) is able to emit more rays within a single
frame compared to (a), and the rays in (b) have more bounce
times than those in (c).

based on the color and depth information of the pixels. Ras-
terization is fast and suitable for real-time rendering, but
its image quality is relatively poor and does not accurately
simulate the propagation and reflection of light.

In contrast, ray tracing is a rendering method based on
physical optics that generates images by simulating the prop-
agation and interaction of light in a scene. Ray tracing can
simulate the propagation and reflection of light more realisti-
cally, resulting in high-quality images. However, because ray
tracing requires multiple iterations of computation for each
pixel, it exhibits relatively longer rendering times, which
limits its use in real-time applications and interactive scenes.

Ray tracing takes more computing power compared
to rasterization. Fig. 2 compares the latency of rasterization
and ray tracing when rendering the same scene. The ray trac-
ing use-case of Tr. represents the latency obtained by using
ray tracing on the whole triangle. The other use-cases are
from NVIDIA’s open-source ray tracing examples', using ray
tracing only for selected parts of the scene. In the same scene,
pure ray tracing results in up to 6.7x higher latency com-
pared to rasterization. Partial ray tracing also incurs varying
degrees of increased latency compared to rasterization. The
impact of ray tracing latency can be even greater in complex
scenes.

2.2 Challenges for high-quality Real-Time
Rendering

Creating immersive online interactive scenarios has always
been a pursuit for people. Rasterization, as a traditional
real-time rendering solution, can meet the demands of real-
time conditions well, rapidly generating the required im-
ages. However, it cannot reflect the actual effects of light and
shadow, as rasterization does not bounce light rays.

Lhttps://github.com/nvpro-samples/vk_raytracing_tutorial KHR
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Figure 4: Impact of resolution and the number of ray samples
per pixel on FPS under a T4 GPU.

With the advancement of GPU computing power and the
emergence of hardware ray tracing pipelines, the latency
required for ray tracing is continuously decreasing. As a
solution that provides high-quality images, ray tracing is also
being used in real-time rendering. However, this high-quality
real-time rendering solution also faces many challenges.

Challenge 1: Delivering low-latency, high-quality
visual effects in real-time rendering. Achieving both low
latency and high image quality is the most direct demand in
scenarios such as gaming. To ensure high quality in real-time
rendering, we need to use ray tracing technology. However,
ray tracing not only increases latency several times compared
to rasterization but also affects latency at higher resolutions
and with more ray samples per pixel (SPP). As shown in
Fig. 4, with the continuous increase in resolution, the latency
required for rendering the same scene also increases. Also,
the number of SPP and ray bounces are important indicators
determining image quality. From Fig. 3a and 3b, it can be
seen that with a fixed number of bounces, a smaller SPP
introduces more noise into the image, thereby affecting the
image quality. Fig. 3b and 3c show that with a fixed SPP, too
few ray bounces may lead to incorrect rendering results, as
some bounce effects are not displayed. However, as shown
in Fig. 4, with the continuous increase of SPP, the rendering
latency also keeps increasing. Therefore, high quality and
low latency are opposing factors in real-time rendering, and
finding a balance between them becomes a challenge.

Challenge 2: The limited local rendering power avail-
able for users. The contradiction between low latency
and high image quality is mainly due to computational
power. Sufficient computational power can obtain higher-
quality images in a given time. However, ordinary users
will only purchase a small number of GPUs. They may lack
high-performance hardware or reliable Internet connections,
which could hinder their ability to achieve high-quality real-
time rendering.

Additionally, secure containers [2,15] are widely used in
serverless computing. However, current secure containers
cannot use GPUs, which has an impact on their scope of use.

Currently, cloud rendering is an excellent solution to this
problem. GPU resources can be utilized more efficiently by
centralizing resources to serve more users. The rental model
can also lower the threshold for rendering, allowing access
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Figure 5: Architecture of gVulkan.

to more computational power with limited expenditure.

Challenge 3: Ecosystem compatibility of solutions.
Contemporary use-cases utilize rendering APIs such as
OpenGL, Vulkan, and DirectX. Among these, Vulkan is an
emerging open-source API capable of fully leveraging hard-
ware performance. However, Fig. 1a illustrates that only a
few applications are designed with consideration for multiple
GPUs and can be manually configured for multi-GPU mode.
Most Vulkan applications are designed primarily for render-
ing on a single GPU. Therefore, even if users have multiple
GPUs available, whether locally or in the cloud, they can
only use one of the GPUs for rendering, making it difficult
to fully utilize their available computation power.

To address this issue, this paper proposes the gVulkan
architecture, as illustrated in Fig. 1b. When local computing
power is insufficient, gVulkan transparently intercepts the
Vulkan API in an application-unaware manner and trans-
mits it to the server side. It creates custom API streams
and shaders for each GPU, rendering in a dynamic and self-
balancing manner. This method allows applications initially
designed for a single GPU to utilize existing GPU resources
locally or in the cloud entirely. With unchanged image qual-
ity, gVulkan can utilize more GPUs to improve FPS. Similarly,
as shown in Fig. 3, if users emit more rays through multiple
GPUs with the same latency, gVulkan can reduce image noise
and achieve superior image quality.

3 System Design

3.1 Overview

We show the gVulkan architecture in Fig. 5. gVulkan en-
compasses two primary perspectives: gVulkan-local and
gVulkan-server, as well as four critical components: (1)
a Transparent Resource Pool (TRP) that intercepts and

sends API resources to the server while the ray tracing ap-
plication is running (§3.5 and §4.1); (2) a GPU Resource
Customizer that customizes the API streaming and shader
used by each GPU (§3.2 and §3.3); (3) a Rendering Manager
that adaptively schedules the workloads rendered on each
GPU (§3.4); (4) a Media Engine that merges and compresses
images to send back to the application (§4.2).

Given a ray tracing application, gVulkan’s Transparent Re-
source Pool runs with the application, intercepts the Vulkan
APIs, and sends the resources used by the APIs to the server
for processing. With these resources, the GPU Resource Cus-
tomizer customizes the required API and shader to achieve
the target rendering effect based on the region to be rendered
by the corresponding GPU. When multiple GPUs render to-
gether, the slower rendering speed of some GPUs can affect
the overall rendering latency. Therefore, the rendering man-
ager decides how to distribute the workload among each
GPU based on the latency of each GPU during rendering to
achieve the lowest latency rendering solution. Ultimately, the
Media Engine combines the images rendered by each GPU
and compresses them back to the ray tracing application for
rendering. We will describe each component of gVulkan as
follows.

3.2 Dependency-decoupled Parallel Render-
ing
Reproducing the API flow on the server side can get the
application running. However, if the original program uses
only one GPU, the server side cannot utilize more GPUs to ac-
celerate rendering. Therefore, the GPU Resource customizer
creates multiple vkDevices on the server side. It implements
the API streaming from the local side on multiple logical
devices, thus enabling a basic multi-GPU parallel render-
ing scheme. However, there is still considerable space for
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Figure 6: Present elimination and dependency-decoupled
parallel rendering accelerate FPS.

optimizing this approach.

Present elimination. As shown in Fig. 6a, multiple GPUs
rendering together introduces time overhead for copying,
sendback, and some pre-processing and also renders addi-
tional frames on the server side for presentation. However,
the server does not need to display this frame of the image; it
only needs to send back the rendered result. Therefore, this
part of the work causes waste on the server side. The APIs
related to the presentation are mainly associated with the
swapchain, and removing the present API alone could cause
errors in the program. gVulkan addresses this issue by using
a custom swapchain and imagelndex, eliminating the error
and preventing the server from having to present the image,
as shown in Fig. 6b.

Dependency-decoupled parallel rendering. However,
this approach does not fully utilize the GPU’s total comput-
ing power. When CPU computations are being performed,
the GPU remains idle. Therefore, gVulkan decouples the
phases required for a frame based on dependency relation-
ships and utilizes multi-threading to maximize GPU com-
putation, as shown in Fig. 6c. The pre-processing phase
needs to be executed before rendering. gVulkan continues
to maintain the swapchain method for rendering multiple
frames simultaneously, allowing all pre-processing phases
to be executed immediately. Nevertheless, running the pre-
processing phase too early can increase the latency of a
frame. Therefore, in search of a balance between latency and
efficiency, gVulkan only processes the pre-processing phase
for two frames ahead. The pre-processing phase for frame
n+2 only begins after the rendering of frame n is complete.
The copying phase depends on the completion of render-
ing, and the send backing phase relies on the completion of
the copying phase. Pre-processing, copying, and send back-
ing phases are continuously executed by different threads.
With a fully parallel implementation, when the rendering
time exceeds the pre-processing time, the FPS is only related
to the rendering time. In this way, the GPU is constantly
tasked with rendering, fully utilizing its computing power.
Meanwhile, the CPU handles pre-processing, copying, send
backing, and other CPU-intensive tasks during GPU render-

(a) Original Image

(b) Split w/o Change Shader  (c) Split w/ Change Shader

Figure 7: The reason for customizing the shader in Vulkan.
(The different colored masks highlight the area rendered by
different GPUs.)

ing. Since high-quality real-time rendering is often GPU-
intensive, this approach allows the FPS to be solely related
to rendering, achieving the fastest rendering speed.

3.3 Shader Customization for Compromis-
ing Interfaces Provided

The ray generation shader in Vulkan delineates the requisite
processes to engender rays for individual pixels, while the
driver encapsulates a nested loop iterating across all pixels.
The driver furnishes the shader with gl _LaunchSizeEXT and
gl_LaunchIDEXT, representing the overall image size and the
current pixel’s position being rendered.

Ideally, a modification or an interface in the driver would
enable ray tracing use-cases to select a portion of the window
to render — similar to the render pass offered for rasteriza-
tion techniques. However, vkCmdTraceRaysKHR (Vulkan API
for ray tracing rendering) can only specify the total size of
the window so that the same shader can only generate two
congruent scaled images instead of a half-window image, as
shown in Fig. 7.

Although modifying the driver constitutes an elegant solu-
tion, obtaining permission from non-open-source drivers to
implement this architecture on all GPUs may pose challenges.
Consequently, as a provisional solution, gVulkan provides
a shader customizer that dynamically modifies shaders to
achieve rendering splits.

As shown in Fig. 8, the shader received by Vulkan is in the
compiled SPIR-V format. To transform them into the target
file, the shader customizer comprises three components: a
compiling module, Cshader, and a decompiling module.

The decompiling module translates binary files into more
human-readable and writable GLSL files. Cshader is a shader
code generator that produces a corresponding shader based
on each GPU’s workload. The compiling module is responsi-
ble for recompiling the GLSL files into SPIR-V files, which
are subsequently submitted to Vulkan for processing.

3.4 Latency-determined Load Balancing

Although gVulkan proposes a dependency-decoupled par-
allel rendering solution, this method only addresses the ef-
ficiency issues within a single GPU. When multiple GPUs
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Figure 8: Workflow for the shader customizer.

work simultaneously, there can still be situations where some
GPUs slow down, causing the other GPUs to be waiting. As
shown in Fig. 9, evenly distributing tasks initially allows
multiple GPUs to start rendering with minimal delay. How-
ever, suppose a GPU suddenly receives additional tasks from
another program, causing an increase in delay. In that case,
it forces the other GPUs to wait until the rendering task is
completed before starting the next frame. Even though the
swapchain can facilitate the early rendering of the next frame,
ultimately, it still results in waiting for the slowest GPU. The
"bucket effect” situation emphasizes the importance of dy-
namic rebalancing among the GPUs. Furthermore, during
the copying phase, the primary GPU, due to waiting, does
not minimize the rendering latency to the greatest extent, in-
dicating that there is further room for optimization in terms
of latency reduction.

We propose improvement suggestions to alleviate the
impact on latency during both the rendering and copying
phases. Firstly, we implement a heuristic algorithm to mini-
mize latency generated during the rendering phase. Secondly,
we consider the impact of the copying phase. We allocate
more rendering responsibility to the primary GPU, equaliz-
ing its duration with the copy phase duration of other GPUs.
Finally, we employ multi-threading techniques to parallelize
the present phase, enhancing overall system performance.

Table 1: Definitions of Key Variables and Measures

Variable Definition

gi The GPU; which server provide

T; The current workload for GPU;

NT; The future workload for GPU;

RP; The rendering power of the GPU;

CP; The unit performance for GPU;(i # 0) to
copy the rendered image to the primary
GPU

RL; The latency of rendering of the GPU;

CL; The latency of copying of the GPU;

a; The coefficient of NT;

To optimize GPU resource utilization, we introduce a
heuristic algorithm to allocate rendering tasks among the
GPUs. The gVulkan-server can provide n GPUs, denoted as

=== GPU2 Downgrade
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Figure 9: Based on the utilization of the rendering and copy-
ing phases, heuristic algorithms are proposed to maximize
the use of GPU resources and minimize latency.

G =1{g1,82,---,8n}, for a given use-case. We represent the
current workload of g; as 7; and the future workload assigned
to g; as NT;. Additionally, RP; and RL; indicate the rendering
power and rendering latency of g;, while CP; and CL; rep-
resent the unit power required to copy the rendered image
to the primary GPU and the copying latency for g;(i # 0),
respectively.

Table 1 provides the definitions of the key variables in
the algorithm. Our objective is to maximize GPU resource
utilization, which entails minimizing latency for each frame.
This latency is determined by the maximum latency among
all GPUs. Thus, the problem with the goal of latency mini-
mization per frame can be formulated as follows:

o NT; NT; NTy (i 0)
minimize X — !
’ RP, " CP,’ RR
subject to Vi,NT; > 0
(1)
ZT ZNT Totai
i=0
Ti T; .
—L =RL;, — =CLi(i #0
RP, laCPi l(l7é )

Equation 1 represents the objective function, which calcu-
lates the maximum delay among all GPUs. The constraint
ensures that the sum of workload for all GPUs remains equal
at all times and that every GPU resource is utilized. And RP;
and CP; can be calculated by known values.

According to the properties of this convex function, the
minimum value is attained when and only when:

NT, | NT, _NTy
RP, ' CPi RP,

Based on Equation 2, we derive the coefficient of NT; as:

—p i 7#0) )
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_ RLi+CL,
T
RL,
Oy = 70
Ty

(i#0)

i

(3)

Since the variables constituting o; are all known quantities,
Q; is a constant factor. We observe that the workload g; needs
to allocate are proportional to each other:

1 1
NT;:NTj = —: —(i#j 4
i I 7 o (i#J) (4)

Consequently, we can determine the specific value of NT;
from this proportion:

T
NT; _ t:l)tal 1 (5)
0+ Yo (5;)

The workload allocation approach detailed above exhibits
high scalability and can be readily extended to accommodate
any number of GPUs. By efficiently computing the work-
loads of all GPUs with O (1) time complexity and dynamically
allocating the workload distribution based on workload dis-
parities, our system fully exploits the resources of the GPU
pool, thereby achieving optimal performance in rendering
images.

Latency-determined adaptive load balancing mech-
anism. With the above algorithm, gVulkan introduces a
latency-determined adaptive load balancing mechanism. Af-
ter obtaining the rendering and copying latency of GPUs
through the Timer, gVulkan calculates the optimal alloca-
tion scheme based on the algorithm mentioned above. It
then divides the workload among each GPU according to
pixel-grained. The number of rays in a ray tracing use case
determines the amount of workload, and the number of rays
is related to the number of pixels. Therefore, it is feasible to
split the rendering workload in terms of pixel-grained.

Nonetheless, GPU latency may experience brief fluctua-
tions due to unforeseen conditions. If such changes are de-
tected by the splitter and cause alterations in task allocation,
system jitter may occur.

To mitigate this issue, the splitter incorporates a stable unit,
which enhances the system in two ways. First, it employs
a threshold: workload changes are implemented when the
difference between the currently assigned workload and the
workload to be assigned surpasses a predetermined thresh-
old. Second, it utilizes a multi-check approach: even if the
workload exceeds a certain threshold, the switch is not ex-
ecuted immediately. Instead, the workload is altered when
the behavior of surpassing the threshold occurs sequentially
several times. Through these methods, the splitter reduces
system jitter and bolsters the stability and reliability of the
system.

3.5 Resource-classified Transparent For-
warding

To address local limitations and achieve ecological compati-
bility discussed in Section 2.2, gVulkan introduces Resource-
classified transparent forwarding. This technology takes into
account the differences between various APIs [8], accelerat-
ing the server-side offloading of API-related resources on the
local side. It allows some resources to use the server-side real
values directly while others are presented to the application
as virtual resources through the mirage zone. It also informs
the server of their corresponding resources in the oasis zone
to achieve transparent utilization of remote resources.

To speed up the transformation rate and avoid intolerable
latency, gVulkan categorizes Vulkan APIs into three types
based on their characteristics: Context APIs, handle APIs, and
requirement APIs. Context APIs set context information and
only need to return whether the setting was successful. Most
APIs fall into this category. Handle APIs require obtaining
a resource handle and returning this handle for subsequent
usage. Resources such as queues, buffers, images, fences, and
pipelines all have their own specific invocation handles. Re-
quirement APIs obtain specific requirements of the current
GPU for use in later computations. These computations oc-
cur between API calls, and it is challenging to predict how
the use-case will utilize the requirements provided by the
GPU.

For instance, when a Vulkan application calls vkCreate-
Buffer (handle type), the API returns a buffer handle and
a signal indicating success. When vkGetBufferMemoryRe-
quirements (requirement type) is called, the API returns the
buffer’s memory requirements for the current GPU, and the
application allocates memory based on this information. The
vkBindBufferMemory (context type) binds the buffer and
memory together and returns only a success or failure signal.

Although handle APIs must return handles to the use-case,
these handles are merely binary values, and these values do
not involve any computation. To minimize data transfer be-
tween the gVulkan-local and gVulkan-server, we introduce
the mirage zone to store virtual handles that are returned to
the use-case locally [8]. The use-case uses the virtual handle
as the resource handle for subsequent operations. When the
use-case utilizes this handle to manipulate resources, the vir-
tual handle is converted into the real handle, which is stored
in the oasis zone on the gVulkan-server. Similarly, resources
for context API are stored in mirage zone like virtual handles.
Only the requirement API needs to return GPU requirements
in real time.

The use-case is unaware of the processing that gVulkan
performs on its APIs and merely obtains the handle and re-
quirements provided by the GPU for subsequent calculations.
However, the virtualized resources perceived by the use-case
have been divided and processed in the physical environment
on the remote side, accelerating rendering, increasing FPS,
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(a) Outdoor-Simple

(b) Outdoor-Lucy

(c) Cornell-Simple (d) Cornell-Lucy

Figure 10: Scenes that experimental use.

and enhancing image fluidity. Therefore, gVulkan is seam-
lessly integrated, easily blending into the existing application
ecosystem.

4 Implementation

4.1 gVulkan Interceptor

gVulkan use Vulkan layer, a mechanism provided by the
Vulkan AP, to set up the gVulkan interceptor. Compared
to the approach of intercepting dynamic libraries through
LD _PRELOAD, the gVulkan Interceptor is more closely
aligned with Vulkan applications and can intercept the
Vulkan API for statically compiled applications. Since the
Layer mechanism is provided by Vulkan itself, it does not
require additional processing for applications, operating sys-
tems, or drivers.

4.2 Media Engine

All GPU-generated images are merged in the framebuffer
and sent back to the client via the network for display. Using
FFmpeg, the framebuffer can be compressed to reduce the
amount of data transmitted and alleviate the pressure on
network bandwidth. However, encoding and decoding also
consume time and computational resources, so the specific
codec needs to be considered based on the scenario.

Additionally, many applications use high-level APIs like
Graphics Library Framework (GLFW) to create windows, but
Vulkan cannot intercept the window handles from GLFW
and directly modify them. This leads to the need to open
a new window for rendering, which does not achieve true
application-unawareness. gVulkan has discovered that such
high-level APIs like Graphics Library Framework GLFW
eventually call low-level APIs like X C Binding (XCB), and
Vulkan can obtain the window handles from XCB APIs.
Therefore, gVulkan writes the returned framebuffer into
the XCB window and refreshes it to display the rendered
images in the original window, achieving true application-
unawareness.

4.3 Prototype Implementation

Due to the complex nature of nested structures and pointer-
intensive parameters in the Vulkan API, engineering imple-

mentation is prone to bugs. To address this issue, gVulkan
employs protobuf for serialization and deserialization of in-
formation to be transmitted.

Utilizing protobuf enhances understandability, reduces
the occurrence of errors, and minimizes network bandwidth
consumption. Currently, gVulkan supports 94 critical APIs
through more than 30k lines of C code. These 94 APIs encom-
pass all 28 ray tracing extension APIs, 18 resource allocation
APIs, 18 resource release APIs, 14 rendering drawing APIs,
6 GPU resource acquisition APIs, 6 synchronization APIs, 3
resource binding APIs, and 1 resource update API. gVulkan
is capable of supporting the classic Vulkan ray tracing bench-
mark, RayTracingInVulkan?, which allows customization of
the various scenes used to display.

Besides that, according to the nature of ray tracing, server-
side tasks in gVulkan are independent of one another, making
them easily parallelizable through multi-threading. Upon
receiving commands, the gVulkan-server promptly partitions
the workload into multiple segments and assigns them to
threads corresponding to the number of GPUs in use.

5 Evaluation

Currently, no publicly available support with a multi-GPU
architecture for Vulkan ray tracing exists. So in this section,
we analyze gVulkan to answer the following questions:

« How is the performance of gVulkan? What amount of
resources is required to achieve such a performance? Is
gVulkan scalable? (5.2)

+ Can gVulkan balance the workload in a timely manner
when the GPU performance changes? How effective is
the dynamic self-rebalancing? (5.3)

» How much improvement in FPS can be achieved by
employing a transparent resource pool? (5.4)

« Does using gVulkan affect image quality? (5.5)

Based on the questions, the comparative study is mainly
focused on four aspects of gVulkan: 1) the performance and
scalability of gVulkan, 2) the effect of dynamic rebalancing
of gVulkan, and 3) the effect of TRP on FPS. 4) the image
quality of gVulkan.

Zhttps://github.com/GPSnoopy/RayTracingInVulkan
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Figure 11: The latency of different phases for scenes.

5.1 Experimental Setup

To measure the effect of gVulkan, we design four sets of
experiments as evaluation.

Configurations: We configured the experiments with
Intel® Xeon® Platinum 8163 CPU @2.50GHz, 4 GPUs with
T4 and 372 GiB DRAM. We conduct all experiments in Al-
ibaba Cloud (ecs.gn6i-c24gl.24xlarge), which runs on the
Ubuntu 22.04. We locked the frequency of GPUs to guaran-
tee performance consistency.

Benchmarks: We used a popular Vulkan Ray-Tracing
Benchmark called RayTracingInVulkan as gVulkan’s bench-
mark. RayTracingInVulkan can be tested using a variety
of customized scenes. gVulkan used four of the scenes it
provides as the benchmark for this experiment. The scenes
are shown in Fig. 10. Fig. 10a depicts the basic scene from
"Ray Tracing in One Weekend," an outdoor setting. Fig. 10b
builds upon this by adding a statue called Lucy, increasing the
scene’s complexity. Fig. 10c illustrates a Cornell box scene,
an indoor setting. Fig. 10d builds on 10c¢ by also incorpo-
rating a statue named Lucy, further increasing the scene’s
complexity.

Baseline: As gVulkan is the first architecture that em-
ploys multiple GPUs to partition the Vulkan ray tracing
use-cases and leverages a remote resource pool to accelerate
local rendering tasks, we evaluate the performance of the
use-cases executed on the local GPU as a baseline for com-
parison. Meanwhile, to present the breakdown optimizations
within the gVulkan, we propose two methods: gVulkan-BM
and gVulkan-MT. gVulkan-BM only implements the basic
rendering splitting function, and gVulkan-MT implements
multi-threading on the basis of gVulkan-BM.

scene 1 scene 3 scene 4 scene 5 scene 1 scene 3 scene 4 scene 5

BM_1- BM_I-
MT 1+ 8 MT 1+ 08
eV It gV I
BM_2: 6 BM_ 2 0.6
MT 2- MT _2-
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Figure 12: Use-cases resource cost for gVulkan-BM (BM),
gVulkan-MT (MT) and gVulkan (gV).

5.2 Performance and Scalability of gVulkan

Evaluation 1 is a comprehensive comparison of gVulkan
operating on varying numbers of GPUs and under different
scenes, aiming to assess resource cost, Quality of Service
(QoS), and scalability.

Fig. 11 illustrates the latency of two use-cases at two reso-
lutions utilizing 1,2, and 4 GPUs, divided into six components:
layer pre-processing (L.P.), server pre-processing (S.P.), ren-
der waiting (RW), image copying (I.C.), send backing (S.B.)
and presenting (Pr.). The dashed line of the baseline repre-
sents the latency experienced when operating a single local
GPU, simulating the performance before implementing the
gVulkan architecture.

The RW,, S.B., and Pr. phases have a significant impact on
latency. In different scenes, the proportions of these stages
vary slightly. The latency in the S.B. phase can be addressed
through multi-threading, the latency in the Pr. phase can be
completely eliminated through API streaming rewriting, and
the latency in the RW. phase can be proportionally reduced
as the number of GPUs increases. The latency of other phases
remains relatively constant, fluctuating within a few millisec-
onds. While using a single GPU, the local application fails
to reach the 30 FPS threshold as shown in Fig. 11a, but with
2 GPUs, gVulkan successfully met the Basic QoS guarantee.
Moreover, with 4 GPUs, gVulkan successfully achieved the
QoS guarantee of 60 FPS. The average speedup for the four
scenes under the gVulkan with 4 GPUs can reach 3.81.

Fig. 12 shows the CPU, GPU, memory, and GPU memory
utilization rates (normalized to the percentage of 100% hard-
ware capability) for these four scenes at 720p resolution. We
conclude that gVulkan exhibits low resource costs in terms of
CPU, memory, and GPU memory while effectively employing
available GPU resources for rendering acceleration.

In addition to this, the resolution of the image and the
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Figure 14: Contrast FPS with SPP changes.

number of rays sampled per pixel point also have an impact
on the rendering latency.

Fig. 13 compares the FPS of the outdoor-simple scene
at different resolutions. As the resolution increases, both
the latency required for rendering and the latency needed
for presentation are continuously increasing, resulting in a
decrease in FPS. gVulkan-BM, gVulkan-MT, and gVulkan all
reduce the latency in multi-GPU scenarios, but it is clear that
gVulkan achieves an almost linear reduction effect, especially
in higher-resolution scenes.

Fig. 14 compares the FPS degradation of the different meth-
ods with an increasing number of light samples per pixel for
different numbers of GPUs and the comparison with local
rendering. The gVulkan scheme outperforms the other two
methods as well as the local runtime results, regardless of
the number of GPUs. When the FPS exceeds 250, the total
FPS is determined by the pre-process because the computa-
tion time of phases such as L.P., S.P., and L.C. is higher than
the rendering time, resulting in the scheme not achieving a
linear increase at a higher FPS.

In terms of gVulkan’s scalability, the Pr. and S.B. phases can
be negligible through present elimination and dependency-
decoupled parallel rendering, and the RW. phase workload
can be linearly diminished. The cumulative latencies of the
L.P., S.P., and I.C. phases persist below 5 ms as a fixed dura-
tion. Since our goal is to accelerate high-quality real-time

rendering to ensure QoS (~60 FPS), the required rendering
latency is generally high. However, before the rendering time
falls below the computation time for pre-processing, compu-
tational phases such as L.P., S.P., and I.C. do not affect the
total FPS. Therefore, we believe that gVulkan can linearly
reduce latency.

5.3 Dynamic Rebalance of gVulkan

Evaluation 2 is a comparison of gVulkan running multiple
GPUs to assess the impact of dynamic rebalancing and sys-
tem jitter. We compare the FPS of gVulkan with and without
dynamic rebalancing using 2 and 4 GPUs, and examine the
effects of integrating different stable units.

Fig. 15 shows the FPS and latency for each GPU across five
phases: @uniform rendering power, @decrease in single GPU
rendering power, ®decrease in all GPU rendering power,
@increase in single GPU rendering power, and ®increase in
all GPU rendering power.

As shown in Fig. 15a and 15b, a sudden drop in the ren-
dering power of a single GPU can significantly impact FPS.
However, dynamic rebalancing can swiftly reallocate the
workload to utilize the resources of each GPU fully. When
the rendering power of a single GPU suddenly increases,
dynamic rebalancing assigns an additional portion of the
work to that GPU, improving FPS compared to an unopti-
mized state. Dynamic rebalancing functions effectively for
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Figure 16: The fluctuation of different dynamic solutions in
the latter four phases.

any number of GPUs. Additionally, latency jitter in Fig. 15a
and 15b mainly stems from the test environment running at
over 30 FPS.

Fig. 15c demonstrates the maximum latency of all GPUs
for 2 GPUs with dynamic rebalancing (2-D), 2 GPUs without
dynamic rebalancing (2-ND), 4 GPUs with dynamic rebal-
ancing (4-D), 4 GPUs without dynamic rebalancing (4-ND),
and the maximum value of GPU latency differences upon
stabilization. In phases @, ®, and ®, the rendering power of
all GPUs is consistent, making dynamic rebalancing ineffec-
tive in reducing latency and instead causing minor latency
fluctuations. In phases @ and @, GPUs exhibit non-uniform
rendering power, and dynamic rebalancing significantly re-
duces maximum latency while substantially decreasing the
maximum difference between all latencies.

We evaluate the influence of stable units on dynamic rebal-
ancing in reducing fluctuations during the latter four phases.
Fig. 16 compares the fluctuations of gVulkan without dy-
namic rebalance (Baseline), dynamic rebalancing without
a stable unit (Rb.), dynamic rebalancing with a stable unit
featuring only a threshold function (Th.), and dynamic re-

balancing with a completely stable unit (Mc.) across these
phases. It is evident that stable units can effectively reduce
fluctuations and latency.

5.4 FPS Optimization of Transparent Re-
source Pool

Evaluation 3 is a comparison of gVulkan, aimed to evaluate
the FPS optimizations brought by TRP. We use Linux’s Traffic
Control, tc, to artificially simulate the network latency.

Instead of sending messages to the server individually,
TRP facilitates message batching for concurrent dispatch.
Fig. 17 depicts the FPS difference between individually send-
ing command requests and dispatching command requests
in batches under diverse network latency conditions. With
increasing network latency, the FPS optimization advantages
offered by batching become increasingly evident.

Table 2: PSNR for each scene.

360P 480P 720P 1080P
Outdoor-Simple | 54.60 54.63 54.68 54.68
Outdoor-Lucy 41.64 4170 42.06 42.07
Cornell-Simple | 30.25 30.25 31.52 38.78
Cornell-Lucy 37.11 37.14 3841 3826

5.5 Image Quality of gVulkan

While it is possible to speed up the acquisition of images
through gVulkan, is it possible to guarantee the quality of
the images at the same time?

In this experiment, we compare the difference between
images rendered locally and by gVulkan through a classic
image quality assessment index, Peak Signal-to-Noise Ratio
(PSNR). To be fair, the rendered images are after 10000 rays
are emitted, regardless of the rendering rate. Table 2 shows
the PSNR values of the gVulkan rendered images compared
to the locally rendered images in four different scenes with
four different resolutions. All PSNR values are greater than
30, which shows that gVulkan can improve the rendering
rate while maintaining image quality.
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6 Related Work
6.1 Cloud Offloads

GPUs have become a popular choice for accelerating
compute-intensive tasks in public clouds due to their high
computing capacities and accuracy [33]. Various works have
offloaded workloads to the cloud for scalability, resilience,
and cost-efficiency, including thin-client architecture and
cloud-edge cooperation.

Thin-client architecture is widely used in many cloud-
gaming systems [3]. This architecture migrates all the ap-
plications to the cloud [16], and the client only serves as a
displayer, leaving the client-side performance wasted.

Compared with the thin-client architecture, cloud-edge
cooperation aims to utilize both server-side and client-side
resources fully. One of the representative technologies in
cloud-edge cooperation is API-forwarding. For example, gRe-
mote [32] supports OpenGL command forwarding and en-
ables the full utilization of client-side resources and achieving
server-side CPU-GPU workload balance. ShareRender [43]
intercepts graphics APIs, including Direct3D and OpenGL,
and offloads graphics workloads directly to GPUs to opti-
mize GPU usage. DroidCloud and CARE address the system-
resource redundancy issues, leveraging resources in another
dimension [14,31]. Recently, more detailed cloud-edge work-
load partitioning based on API-forwarding has been ex-
plored in VR applications to achieve effective collaborative
rendering, including both foreground-background partition-
ing [13,18,22] and foveal partitioning [39].

Furthermore, Secure containers [2, 15] are the current di-
rection of development in cloud computing and are widely
used. They offer higher isolation compared to containers and
are lighter in weight compared to virtual machines. How-
ever, current secure containers cannot utilize GPUs, which
imposes some limitations on their use cases. gVulkan can
enhance secure containers with API forwarding capabilities
so that GPU cloud offload solutions can be implemented in
these containers.

6.2 Ray Tracing Acceleration
In recent years, there have been several efforts to improve
the performance of ray tracing. To solve the problem of irreg-

ular memory access for ray tracing, STRaTA [12] proposes
a hardware architecture that uses a streaming data model
and a reconfigured ray stream memory to reduce energy
consumption in massively parallel graphics processors. Dual
Streaming [30], separates memory access of ray tracing into
two streams (a scene stream and a ray stream) to minimize
memory access conflicts between the two streams. Mach-
RT [36] combines a new hardware architecture with a new
ray ordering scheme to reduce the memory access bottleneck
of ray tracing. Garanzha addresses the issue of incoherent
reflection rays in GPU ray tracing. This work proposes an
approach that organizes reflection rays into coherent packets
to improve memory coherence and GPU SIMT efficiency [9].
Faced with the same problem, Liu approaches the problem
differently [17]. It introduces a new ray intersection predictor
in the GPU to eliminate redundant operations and directly
evaluate primitives that may intersect rays.

However, all the current work mainly focuses on hardware-
level support and requires specific hardware support or sig-
nificant modifications to modern GPU workflow. To the best
of our knowledge, gVulkan is the first cloud-rendering solu-
tion for Vulkan-based ray tracing. The above optimization
works are not in conflict with gVulkan. Combined with the
aforementioned hardware optimizations, gVulkan can deploy
advanced hardware on the cloud and fully utilize scalable
cloud hardware resources to achieve efficient ray tracing
rendering.

7 Conclusion

In this paper, we introduce gVulkan, the first multi-GPU
acceleration rendering solution with high scalability and
dynamic self-rebalancing for Vulkan-based ray tracing ren-
dering. We introduced resource-classification transparent
forwarding to accelerate resource offloading, utilized GPU
resources efficiently through dependency-decoupled paral-
lel rendering, and adopted a latency-determined adaptive
load balancing mechanism to allocate workloads at pixel
granularity. Furthermore, we circumvented the limitations
of existing interface designs by customizing shaders. Our
experimental results show that gVulkan achieves high linear
speedup, scalability, and dynamic rebalancing of workload
across GPUs.

In our future work, we will make more efficient use of
local resources while utilizing server-side resources, and also
address scenarios when failures occur.
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