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Abstract
Web servers usually use predefined configurations, yet em-

pirical studies have shown that performance can be signifi-
cantly improved when the configurations of the networking
protocol stack (e.g., TCP, QUIC, and congestion control pa-
rameters) are carefully tuned due to the fact that a “one-size-
fits-all” strategy does not exist. However, dynamically tuning
the protocol stack’s configurations is challenging: first, the
configuration space is ample, and parameters with complex
dependencies must be tuned jointly; second, the network con-
dition space is also large, so an adaptive solution is needed to
handle clients’ diversity and network dynamics; and finally,
clients endure unsatisfactory performance degradation due to
learning exploration. To this end, we propose Config-Snob, a
protocol tuning solution that selects the best configurations
based on historical data. Config-Snob exploits the configura-
tion space by tuning several configuration knobs and provides
a practical fine-grained client grouping while handling the net-
work environment dynamics. Config-Snob uses a controlled
exploration approach to minimize the performance degrada-
tion. Config-Snob utilizes causal inference (CI) algorithms to
boost the tuning optimization. Config-Snob is implemented
in a QUIC-based server and deployed in a large-scale pro-
duction environment. Our extensive experiments show that
the proposed solution improves the completion time over the
default configurations by 15% to 36% (mean) and 62% to
70% (median) in the real deployment.

1 Introduction

User experience is one of the most valuable metrics that im-
pact web services. Many studies show that a very small im-
provement in the Page Load Time (PLT) can lead to a signifi-
cant impact on user experiences [22]. In the protocol stack,
there are plenty of configuration knobs that can be tuned to
improve the user experience. Web servers usually use prede-
fined choices for the configuration knobs’ values [17]. The
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Figure 1: Problem Overview: the server receives numerous di-
verse client requests that endure different network conditions.
The server has to set the best configurations for each request.

“One-configuration-fits-all” strategy does not suit all network
scenarios. Initial configurations greatly impact not only the
starting phase performance of the web services (e.g., connec-
tion establishment time) but also the overall performance (e.g.,
completion time). The initial configurations are often used in
the connections (e.g., paces restart every time applications go
idle) [10]. Different initial pacing rates and initial cwnds can
result in different performances depending on the network
conditions. Manual protocol tuning [2] is a non-flexible and
static approach that is constructed based on observations to
meet limited requirements.

Learning the best configuration (i.e., protocol tuning) is
a challenging task due to network dynamics, client diver-
sity, and large configuration space. Fig. 1 shows an example
of a client/server scenario that gives an overview of proto-
col tuning challenges. Diverse clients (based on, e.g., geolo-
cation, ISP, network interface) face different network con-
ditions (e.g., bandwidth, packet loss rate, and RTT), which
affect the performance; thus, the effectiveness of protocol
tuning. Each scenario has its optimal configurations. Tremen-
dous efforts have been made to find the optimal configura-
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tions [1–4, 15, 26, 29, 32, 33, 47, 48]. However, none of them
fulfill all the requirements of generality, adaptability, stability,
scalability, low overhead, and reliability. Generality: Config-
uration types and their knobs’ ranges vary from one system to
another [17]. The solution must support a wide range of con-
figuration knobs with complex dependencies [29]. Some exist-
ing approaches are very specific to the knobs; thus, they can-
not be applied to jointly tune a different set of knobs [4,32,33].
Adaptability and Stability: The solution must provide the
best performance across fluctuating network conditions and
sometimes performance metrics [8]. Scalability: The num-
ber of flows/clients connected to a server might be large. As
a result, the solution cannot deal with connections individ-
ually, as it typically results in a few data samples for learn-
ing, along with higher processing overhead. Overhead: The
search space is very large, and searching for the best con-
figuration is expensive [3]. Also, extracting, processing, and
returning the configuration in a timely manner is required.
Reliability: Solutions usually endure performance degrada-
tion, and they cannot learn agilely during exploration due to
the random or predefined trials [3, 29].

In this paper, we propose Config-Snob that tunes a set of
protocol stack’s configuration knobs to improve the perfor-
mance (e.g., completion time). Config-Snob leverages the
Multi-armed Bandit (MAB) approach; it trains Bayesian Op-
timization (BO) models that can be used to select the best
configurations for the received connections. Config-Snob is
a black-box solution that is not tied to certain configuration
types or knobs. In order to handle the high-dimensional client
features and variable network conditions, a two-level client
profiling approach is used to help find a suitable model for a
given client. To deal with new clients, initially, Config-Snob
uses configurations that result from training a model using
similar clients’ data to less enduring performance degrada-
tion. Additionally, a controlled exploration approach is used
to cope with the exploration cost by limiting the search space
to a subset that has been evaluated to have a positive impact.
To deal with unstable and fluctuating performance metrics
that are used as rewards in the learning model due to a small
number of samples, a causal inference algorithm is used [5].

Config-Snob is implemented in a QUIC-based application
server (Nginx). The solution is deployed in a large-scale
production environment, with 3M to 19M user requests per
day. It is demonstrated that Config-Snob reduces the com-
pletion time over the default configurations by 15% to 36%
(mean) and 62% to 70% (median). Additionally, Config-Snob
is evaluated through an oracle testbed of client/server ses-
sions over simulated network tunnels (i.e., FCC [16], cellular
networks [28, 43], and Pantheon [44]). Config-Snob is com-
pared with configanator [29] and cherrypick [3]. The results
demonstrate that Config-Snob overcomes the challenges of
data-driven protocol tuning. For the oracle testbed scenarios,
Config-Snob improves the completion time by 35% to 49%
(mean). The number of performance degradation cases is min-

Figure 2: Theoretical analysis of the effect of Initial Pacing
Rate on the startup (and drain phase) duration of a scenario
of actual BW = 200Mbps and RTT = 30ms.

imized to 0 out of 94K cases for the FCC and cellular network
tunnels. At the same time, performance degradation is 87%
less than other approaches for Pantheon traces.

Our main contributions can be summarized as follows:

• By proposing Config-Snob, we demonstrate that con-
nection completion time can be improved by using an
adaptive "Black-box" solution to tune a set of configura-
tion knobs. A controlled exploration is used to minimize
the performance cost of the black-box approach.

• Config-Snob handles clients’ diversity and network dy-
namics using a two-level fine-grained client profiling.
Similar clients are classified based on their profile infor-
mation and historical network statistics.

• To the best of our knowledge, Config-Snob is the first pro-
tocol tuning solution that utilizes causal inference (CI)
algorithms to boost the optimization system. A causal
forest (CF) algorithm is used to limit the search space
and estimate the inaccurate reward.

• Config-Snob is deployed in a QUIC-based server. Config-
Snob achieves comparable completion time improve-
ment over the default, which is approximately near to
the optimal configurations. Moreover, it achieves depend-
able performance in a large-scale production environ-
ment.

2 Background and Motivations

2.1 Problem Analysis
The one-size-fits-all strategy for setting the protocol stack
configurations cannot adapt to the diversity of cloud networks.
For example, geolocation has a large impact on web perfor-
mance. Clients in developing regions endure worse network
conditions than in developed regions [17]. For example, in
China, the average delay of the first video frame is smaller
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Table 1: Comparison between Config-Snob and related works

TCP-RL [33] Cherrypick** [3] Configanator [29] Config-Snob
C1 2 knobs (IW, CC)* Set of knobs Set of knobs Set of knobs
C2 Multiple features N/A Multiple features + NC* Two-level of client grouping

C3
RL agent with

predefined initials
BO exploration with

random sampling initials
BO exploration with

random sampling initials Controlled-BO exploration

C4 No No No Yes
* CC = Congestion Control Protocol, IW = Initial Congestion Window, NC = Network Classification.
** Cherrypick is used to set cloud setup-related configurations that doesn’t deal with clients’ connections directly.

than 400ms, while in Southeast Asia, it is smaller than 650ms.
On the other hand, the internet speed is continuously evolv-
ing, which leads to an unutilized room in the network capac-
ity [41]. Also, bandwidth can be a huge difference between
ISPs/network access interfaces [16]. Moreover, connections at
peak time face more severe network conditions compared with
off-peak time. In addition, the congestion control algorithm’s
performance can vary based on the device types (e.g., run-
ning BBR in mobile devices might lead to poor goodput [40]).
Thus, each scenario can have its optimal configurations.

As an example, the best initial pacing rate and initial cwnd
depend on the scenario’s network conditions. Connections
have the highest goodput and lowest RTT whenever the pac-
ing rate equals bottleneck bandwidth, and the data in flight is
equal to the bandwidth-delay product (full pipe) [9]. Operat-
ing at this optimal point maximizes the delivered bandwidth
while minimizing delay and loss. Thus, the performance im-
proved (i.e., fast convergence) if the connection starts with
the pacing rate and initial cwnd that meet this optimal point.
In BBR, the algorithm searches for the optimal point in the
startup phase and then drains the resulting queue [9]. Still,
most of the internet sessions are short flows which means the
duration of startup and drain phases is influential to the flow
completion time [7]. The startup duration for estimating the
bottleneck bandwidth can be shortened using a near equiva-
lent initial pacing rate (as shown in Fig. 2). Also, increasing
the initial cwnd will reduce the number of RTT rounds to
send the data in the startup phase. However, larger values than
the optimal point lead to packet losses and higher RTT due to
retransmissions because it exceeds the pipe capacity.

2.2 Challenges

The design of a data-driven protocol tuning solution encoun-
ters several challenges. Table 1 shows a comparison between
Config-Snob and some of the most related work. The motiva-
tion of Config-Snob is to handle these challenges:

C1: Utilizing large configuration space. Most of the works
in the literature do not utilize the configuration knobs and just
tune one or two knobs [1, 4, 33, 47, 48]. Only the configana-

tor utilizes a set of configuration knobs for TCP and HTTP
protocols [29]. The protocol stack has a large and diverse
configuration stack. As a result, we propose a "Black-box"
solution that jointly tunes a set of configuration knobs with
complex dependencies. Searching for the best configuration is
expensive due to the large configuration space. Thus, we eval-
uate the impact of configurations on different profiles using
the causal relationships between the network conditions.

C2: Handling diverse clients. Dealing with connections in-
dividually usually leads to few data samples [1]. Having fine-
grained client grouping using only IP-prefix will not overcome
the shortage problem [33]. To address client space diversity,
we propose a two-level client grouping approach. This ensures
that each group has sufficient samples and effectively han-
dles the dynamic network environment by classifying similar
profiles.

C3: Handling exploration cost. Randomly selecting con-
figurations results in poor performance and typically suits a
small and limited decision space [26,33]. Existing approaches
highly suffer from performance degradation in the exploration
phase [3, 29]. Clients cannot afford such poor performance
even for a few connections before getting the optimal or near-
optimal configurations. Thus, the number of negative experi-
ences is significant when applying the tuning solutions. We
exploit the historical configuration performance to bootstrap
the exploration with the best suitable configurations from over-
lapping profiles. Furthermore, we use a function that assists
the exploration by excluding a subset of the space that might
have a negative impact on the outcomes (i.e., performance
degradation).

C4: Dealing with inaccurate rewards. The average reward
is calculated to evaluate the impact of configurations, which
may not be accurate due to randomness and complex depen-
dencies between data samples, as well as insufficient data in
some realistic scenarios. For example, short flows are usually
ended before collecting precise network statistics or applying
any control decisions [14, 33, 48]. As a result, the learning
models are trained with noisy and loose data, and it becomes
difficult to train (predict) the best configurations. We use a re-
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Figure 3: Config-Snob Design Overview.

ward estimator technique that provides an efficient and robust
prediction of the impacts of the changes in the configura-
tions by using the causal relationships among the network
conditions.

2.3 Config-Snob
Below, we describe some of the design choices to handle the
aforementioned challenges:

Profiling (§3.1). The main purpose of profiling is to achieve
scalability as it’s impractical to fine-tune configurations indi-
vidually for each connection. Our profiling approach tackles
additional challenges encountered in large-scale deployments,
including dynamic network conditions and efficient learning.
Initially, we use fixed features to group requests into profiles.
Profile features such as geolocation (city), ISP, IP subnet,
and connection time are used to provide context continuity.
However, profiles may result in a smaller number of samples,
which is suboptimal for training. To address this, we employ
a clustering method to create profile groups characterized by
similar network conditions, allowing for joint training.

Bayesian Optimization (§3.2.1). Config-Snob uses BO as
the learning model because it provides black-box optimization
that can adaptively explore the search space and find the best
set of parameters that maximize the objective function with
limited data using a prior probability function.

Multi-Armed Bandit (§3.2.2). Config-Snob uses MAB to
handle the exploration-exploitation trade-off. One arm is used
to perform controlled exploration when the profile group
does not have enough samples or the reward distribution is
not stable. Multiple arms are used during the steady state to
exploit the best predictions and continue the exploration to
avoid local optimum but in a conservative manner.

Causal Inference (§3.3). Config-Snob uses CI to precisely
estimate rewards and to ensure that the selected configurations
for new connections are less prone to negative experiences.
The average reward may not be accurate due to correlated
noise, randomness and complex dependencies between data

samples, and insufficient observational data, especially in real-
time scenarios. The CI-based reward estimator, by predicting
the impacts of the changes in the configurations, improves the
accuracy of the calculated reward. Moreover, CI is utilized
to refine the search space by excluding configurations that
detrimentally impact performance.

3 Config-Snob Design

The central principle of Config-Snob is to utilize historical
data in order to select the best configurations for connections
considering diverse client features and network conditions.
The decision is made per profile group; thus, Config-Snob
holds several models. Fig. 3 shows the design overview.

3.1 Profiling
To address the challenge of the diverse network scenarios,
Config-Snob applies the learning models at the profile group
granularity. First, different profile features (e.g., geolocation,
ISP, network interface, connection speed, OS, IP subnet, and
connection time category) are combined to create a profile
as they are most likely to face very similar network condi-
tions. Second, profiles that have similar network features are
grouped in clusters to produce profile groups that are used
for the learning model. We assume that the network condi-
tions of one profile are stable within some time (some up-
dating cycles). The main idea is to apply online exploration-
exploitation for each profile group (§3.2).

3.1.1 Profile Tree

A tree-based design is used for the profiling that is easy to train
and create overlapping groups, and has efficient inference.
The profile tree is created and updated (constantly) based on
collected samples from the previous updating cycle. Each
level represents a predefined profile feature. Thus, a path to
a leaf node represents a profile (sample IDs are stored in the
leaves). Algorithm 1 gives an overview of level 1 profiling
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Figure 4: Example of profile tree; (a) Creating profile tree including overlap nodes and determining sufficiency; (b) Learning
models based on the profile type and its sufficiency. (c) Traversing the tree to get the assigned configurations (inference phase).

steps. In Fig. 4, the profile features are location and ISP (for
simplicity). A path to a leaf node represents a profile. At the
training, profiles are associated with learning models, while
profiles are associated with predicted configurations at the
inference. In Fig. 4(c), the green line represents a connection
with a profile (Toronto, Bell) which is already seen in the
trained data; thus, Config 1 and Config 2 are returned after
traversing the tree.

Algorithm 1 Level 1 Profiling Algorithm
if Profile Tree not exist then

create Profile Tree;
end if
for each profile ∈ Profiles do

if Profile exist then
insert profile samples;
update overlap groups;

else
create profile;
insert profile samples;
create/update overlap groups;

end if
end for

3.1.2 Unseen Profiles

Some connections might come from unseen clients (i.e., there
is no profile yet for these clients). In Config-Snob, the initial
configurations for these clients are the outcome of BO mod-
els that are specifically trained by samples with overlapping
profile features (thus, closer network conditions). These over-
lapping groups are created during the training phase, and their
outcomes are used for new profiles’ inference. Note that these
extra groups are not the most fine-grained; thus, these groups
do not operate in the exploitation mode. The overlap nodes
are labeled as “Unknown” nodes in the inference. In Fig. 4(a),
(Toronto, overlap) is a group that combines (Toronto, Bell)
and (Toronto, Rogers) samples. While (overlap, overlap) is a

combination of all seen profiles. In Fig. 4(c), the yellow line
represents a connection with unseen features such as (Ottawa,
Bell), thus, Config 5 will be used.

3.1.3 Sufficiency

Config-Snob checks the profile’s sufficiency to ensure that ad-
equate historical data is collected to provide steady decisions.
A profile is sufficient when there are enough samples (at least
k samples) to train and the reward distribution is stable over
time. A reward constraint from TCP-RL [33] is used. On the
other hand, an insufficient profile shapes a profile group alone.
In Fig. 4(b), (Waterloo, Bell) profile is insufficient; thus, it
will continue/move to the exploration phase.

3.1.4 Clustering

Clustering profiles with similar network conditions can im-
prove performance. Config-Snob uses network features (i.e.,
goodput, packet loss rate, and RTT) to cluster the profiles
using the k-means algorithm. The output of clustering is as-
signed to profile groups. Profile groups are groups resulting
from clustering and overlapping groups.

3.1.5 Time Category

We split the day and time into several time categories. In
the current design, the time categories are weekday offPeak,
weekday Peak, and weekend (anytime on the weekends and
holidays). We observe that during the same time category, the
network conditions and the number of received connections
are similar. However, sharp changes (spark) in the network
might occur during the Peak or offPeak time categories (e.g.,
peaks may occur in the offPeak time category and valleys in
the Peak time category). The spark duration is usually short
(in time) but can last for a few updating cycles. As a result,
when the spark is detected during the training process, the
solution uses the previous time category models’ outcomes
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for the inference. For example, if a valley is detected during
the Peak time category, the solution will not train the Peak-
specific (profile) models with the new samples; otherwise, it
will use the stored offPeak models’ outcomes and send it for
inference in the next updating cycle.

3.2 Learning Model
Learning models are created for each profile group and trained
to generate the predicted configurations. There are two phases
in the training cycle. At the exploration (cold start) phase,
the data is collected to learn about the network distribution
for a certain profile and explore the search space. At the
exploitation (steady-state) phase, the profile must satisfy the
sufficiency check, and the solution fully utilizes data from
previous updating cycles to find the optimal configurations.

3.2.1 Bayesian Optimization

Our problem formulation is to find the optimal values for a set
of configuration knobs, denoted as θ. The objective is to max-
imize the reward function (based on completion time), which
is denoted as f (θ). f is the mapping function that maps con-
figuration θ from the search space Θ to the reward. Bayesian
optimization (BO) is a strategy for the global optimization
of black-box functions [37]. We use BO in the granularity
of the profile group to consider multiple parameters (profile
features and network conditions). BO can adaptively explore
the search space and find the optimal points with limited data.
The BO model starts with an initial set of values, which can
be random (e.g., LHS) or based on prior knowledge (e.g.,
overlap group model). Furthermore, a set of box constraints
(i.e., the CF limited search space) is defined as Θ̂ = g(Θ,θ)
where Θ̂ is the limited space, and g is the CF function that
limits the search space (§ 3.3.3).

3.2.2 Multi-Armed Bandit

Config-Snob uses a four-armed bandit. Case 1: The profile
is sufficient (steady-state); three arms are used to generate
configurations (exploitation arm (Best), exploitation arm (BO
Model 2), and exploration arm (BO Model 3)). The two BO
models are utilized to mitigate the overfitting issue that might
be introduced by profiles. In the inference, different frequen-
cies are assigned to each arm outcome (0.5, 0.4, and 0.1,
respectively). Case 2: The profile is insufficient (cold start);
an exploration arm (BO Model 1) is used to generate next
cycle configurations. Case 3: for overlapping groups that are
used for new profiles, an exploration arm (BO Model 1) is
used to generate initial trials for new profiles. Prior knowl-
edge (i.e., overlap group model) is used as initial trials for
the new profiles. The goal is to minimize performance regret
and focus the search on promising regions of the space. This
set of initial trials is created from similar profiles, and it is
regularly updated and explored.

Figure 5: Config-Snob Learning Models (MAB).

Fig. 5 shows the MAB learning flowchart for each profile
group. In Fig. 4(b), (Toronto, Bell) and (Waterloo, Rogers)
profiles are sufficient groups, thus, the steady-state models
are used. However, (Toronto, Rogers) and (Waterloo, Bell)
profiles are insufficient; thus, only the exploration arm is used.
Finally, overlapping groups use exploration BO models.

Exploration Arm (BO Model 1). This BO model is used for
the exploration process. First, each overlapping group will
train a specific model. The outcomes will be used for the new
profiles to create a set of initials (based on prior knowledge)
for their specific BO model. Second, for seen profiles, if the
profile group already has enough samples, then use it to train
its BO model to do further exploration; otherwise, use the
previous cycle inference.

Exploitation Arm (BO Model 2). This exploitation arm is
the first steady-state arm in the MAB. This BO model uses a
smaller step size than the one in the exploration arm.

Exploitation Arm (Best). We use the best-seen configura-
tions so far (based on the reward) for the profile group in the
inference. We re-evaluated it every few updating cycles.

Exploration Arm (BO Model 3). Apart from the two ex-
ploitation arms, in order to tackle non-Gaussian noises and
further utilize the recent history records, BO Model 3 with
a resampling mechanism is used to do moderate exploration
in the steady phase under specific conditions [29]. Resam-
pling in a steady state happens for each profile group if the
number of configurations tried (seen) by the BO exploitation
arm is greater than a threshold. Thus, another BO model is
created for exploration with larger step sizes. This BO model
is initialized with the top five configurations (largest rewards).

3.2.3 Reward

We argue that the reward for such a solution must be a perfor-
mance metric that is closely tied to the user experience, such
as PLT in the web services and Time to First Frame (TTFF) in
video services. In Config-Snob design, we use the connection
completion time (CT). During the training phase, the reward
is calculated for each profile group. This calculation is based
on all requests’ data that belong to the group and were gath-
ered from the previous cycle. Thus, the reward is as follows:
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RG
t =

∑ f∈FG

CTf
size f

len(FG)
(1)

where G is the profile group, t is the updating cycle, FG is
the connection set of group G, CTf and size f are comple-
tion time and sent data size of connection f , respectively.
In some cases, averaging the reward is not efficient due to
the fluctuation within the same group. Thus, we propose a
reward estimator method based on the CI method (§ 3.3.4).
Furthermore, to determine the profile sufficiency, the reward
distribution factor for a profile is calculated to measure the
changes in the normalized reward between two consecutive
updating cycles [33].

3.3 Causal Inference

Causal inference (CI) is a statistical technique that allows us
to ascertain the causal relationship between different problem
variables, as well as identify the impact of a specific variable
(called treatment) on an outcome, while accounting for the
influence of other variables, referred to as confounders and
covariates [45]. Although the optimization tools can provide
valuable insights into the optimal configuration of protocol
parameters, they may not accurately evaluate the impact of
configuration changes on performance. In this regard, CI tech-
niques can be used to estimate the causal effect of parameter
changes on the outcome of interest, while accounting for the
impact of other potential variables. The CI techniques can
also enhance our understanding of how modifications of dif-
ferent parameters affect the reward. As an extension of the
random forest algorithm, Causal Forest (CF) algorithm [5] is
designed explicitly for CI learning tasks, as an efficient tool,
used in this work.

3.3.1 Methodology

The CF’s procedure comprises six key steps: 1) Initiate the
process by specifying a treatment, which consists of a se-
quence of N configuration parameters for assessing their im-
pact on the reward, 2) Prepare the dataset through data normal-
ization and standardization techniques, 3) Efficiently select
features from the network logs dataset (referred to as covari-
ates) using the combination of the CovSel [18] algorithm and
domain expertise, 4) Assess the overlap between the treat-
ment and control groups as a necessary requirement for CI
analysis, and apply matching techniques to the dataset before
utilizing the CF model, 5) Train a tuned CF algorithm using
the pre-processed and matched data to estimate the Condi-
tional Average Treatment Effect (CATE), indicating expected
difference in potential outcomes under various treatment con-
ditions, considering observed covariates, and 6) Evaluate the
outcomes based on the ground-truth (GT), which here, repre-
sents the average reward obtained from the dataset .

To implement these steps, data is initially collected for
one day, and all six steps are executed at the end of the first
day. Starting from the second day, all steps are repeated daily,
except for the feature selection part (step 3), which is per-
formed weekly to accommodate potential changes in feature
importance. Concerning steps 3−4, in CI, obtaining unbiased
treatment effect estimates necessitates comparable treatment
and control groups. Ensuring overlap, where each covariate
level includes both treated and control units, is crucial [19].
Without overlap, causal estimates may be skewed, reflecting
covariate differences rather than true treatment effects. Covsel,
a covariate selection method, plays a vital role by identifying
covariates that significantly influence treatment assignment
and outcomes.

Following Covsel, matching is performed to pair similar
treated and control units, further enhancing comparability and
reducing bias. For feature selection, the initial step involves
using the Covsel tool, followed by filtering the selected covari-
ates based on domain expert knowledge. This process selects
covariates such as maximum estimated bandwidth, minRTT,
and bytes sent. Matching is achieved through the propensity
score matching techniques, which attempts to estimate the
treatment effect while accounting for covariates predicting
treatment reception [25]. Hence, ensuring overlap, covariates
selection, and matching are pivotal components of CI.

3.3.2 Causal Forest Algorithm

CF algorithm, renowned for its versatility in handling various
types of features, is an efficient tool for CI learning. It achieves
this by constructing a forest of decision trees, a technique that
ensures unbiased and robust results. To enhance accuracy
and mitigate overfitting, CF employs random feature subsets
during the tree-building process. The splitting criteria in CF
focuses on outcome variations between treatment and control
groups, considering other relevant factors to optimize the iden-
tification of group differences. Our goal here is to estimate
the Heterogeneous Treatment Effect (HTE). HTE unveils the
variance in treatment effects across different subsets of the
population, enabling us to discern how various scenarios are
influenced by configuration parameters (treatments).

In this work, we opt for the CF algorithm as the corner-
stone of our CI learning tasks, owing to its myriad advantages.
Notably, the CF algorithm has consistently demonstrated a
high level of accuracy across a wide array of applications. It
is worth highlighting that the algorithm does not make any
assumptions about the data distribution, rendering it a robust
and adaptable choice for diverse datasets [5].

Given our emphasis on addressing realistic large-scale sce-
narios, scalability becomes a paramount advantage of the CF
algorithm. Additionally, another key strength lies in the fact
that the CF algorithm does not necessitate the variables under
consideration [5]. This attribute proves especially valuable in
complex networking scenarios where the precise relationship
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between variables remains unknown. However, it is crucial to
acknowledge that the CF approach, like many CI methodolo-
gies, operates under certain assumptions. These assumptions
encompass concepts such as unconfoundedness or ignorabil-
ity (ensuring that every sample has a positive probability of
receiving either treatment, and given the covariates, the poten-
tial outcomes are independent of the treatment assignment). It
is essential to recognize that these assumptions are common
elements within most CI approaches.

3.3.3 Limited Search Space

Given the extensive configuration space Θ, we employ the
Limit the Space module, utilizing CI techniques, to pinpoint
and eliminate configuration values that typically result in
undesirable outcomes, such as increased PLT or TTFF. This
module operates by leveraging the trained CF and evaluating
the CATE for each profile.

Using the current state of the configuration parameters
as input, the module assesses the consequences (impacts)
of transitioning to all potential future configuration knobs
(future states). It identifies the future states that negatively
impact the reward and subsequently pinpoints subsets of the
configuration space likely to have an adverse effect on each
profile. These identified subsets constitute the output and
are removed, leaving the remaining areas as the permissible
search space Θ̂ for the BO models.

3.3.4 Reward Estimator

The CI Reward Estimator module functions to generate reli-
able and precise estimates of rewards, specifically in situations
where data samples are limited, thereby making the average
reward inaccurate. Utilizing the trained CF algorithm, this
module is employed to provide reward estimates for profiles
with insufficient data. This method deviates from the con-
ventional use of average rewards, substituting them with the
CF-derived estimates, if the number of captured samples for
each configuration, denoted by k, is less than 40. This module
intakes specific profile samples and outputs the CATE cor-
responding to that profile, thereby streamlining the reward
estimation process.

4 Implementation

We implement the Config-Snob in a QUIC-based application
server that provides both web and video-based services to
clients. The solution tunes a set of configuration knobs for
QUIC sessions to improve the completion time performance
(thus, PLT or TTFF). A modified version of the OpenResty
server (Nginx platform) is used [35] to allow Config-Snob
to assign configurations to the QUIC sessions. Fig. 6 gives
an overview of Config-Snob’s system architecture and work-
flow. The Config-Snob is written in Python and C++ with

about 2500 lines of code, excluding the legacy part of the
OpenResty server. The architecture of Config-Snob meets
three deployment requirements (§5.3): Scalability: We tested
it with over 800K connections per minute. Responsiveness:
It responds to requests for inference within an average of 42
microseconds. Fault tolerance: The performance does not
significantly impact when any system component fails.

4.1 APP Server

Config-Snob has five main modules in the APP Server that
are developed in C++.

Client Information Parser. To enable Config-Snob’s profil-
ing, it must collect client information before establishing the
QUIC session. Since the inference part of the solution is em-
bedded into the APP server, we can extract client information
(profile features) at the handshaking. The parser gets the IP
address and obtains geolocation, ISP, and IP subnet by looking
up existing IP databases [12, 27]. Furthermore, the interface
type and the client OS are extracted from the SSL/TLS [30].
The time category is determined by the connection receiving
time (§ 3.1.5).

Inferencing. The inferencing module takes the profile fea-
tures from the parser as input to search the profile tree and re-
turn the configurations that will be used for the QUIC session.
We use a pointer-based tree (a modified version of BTree) for
profile tree implementation. It is faster in search (traversal);
the time complexity is O(l), where l is the number of profile
features. Thus, our method is scalable over a large number
of diverse clients. We set default configurations to initial ran-
dom configurations generated by Latin Hypercube Sampling
(LHS) [38]. It is only used if the prediction data does not exist
or the interface fails to load the configurations.

Session Interface. We implemented an interface that allows
Config-Snob to simply configure the server stack. This in-
terface gets the selected configurations and sets them for the
current session by modifying the callback function of setting
up the QUIC session.

Data Collection. Config-Snob collects all the report data
from the Nginx server and pushes it to the AI training server.
Profile information, network statistics, used configurations,
and performance metrics (completion time) are stored in the
local database after the connection is closed. We use HTTP
cURL to push the report data for the previous updating cycle.

Preprocessing. The inferencing module must have access to
the updated profile tree associated with configurations that
are received through the prediction receiver (pushed by the
AI Training server using HTTP cURL) every updating cy-
cle (around 6 minutes). An open socket is used to dispatch
the prediction data from the AI Training server to the APP
server. The inference profile tree is created if it does not exist;
otherwise, update the current one based on the received data.
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Figure 6: Implementation Overview of Config-Snob.

4.2 AI Training Server
Config-Snob has four main modules in the AI Training Server
that are developed in Python. We use a workflow platform
that orchestrates and schedules the task workflow and the data
pipeline. Each module represents a task unit to be executed,
including its dependencies.

Data Collection. We integrated the workflow platform with
a compatible object storage library. It handles all the data
pipelines in the architecture, including storing the report
dataset. The report data coming from the APP server through
the data receiver process are stored in this report dataset.

Profiling. Similar to the inference profile tree, Config-Snob
uses modified B-tree implementation in the training phase.
For clustering, Lloyd’s KMeans algorithm [42] is used with
a maximum number of iterations for a single run of 500 and
a random state of 42 [36]. Config-Snob uses the scikit-learn
machine learning library for k-means.

Learning Models. Open-sourced Bayesian Optimization
package is used for BO implementation [34]. The initial num-
ber of samples in each user group for training is 20. The
minimum number of configurations to switch from cold to
steady state is 10. The minimum number of samples to enable
BO resampling is 15. xi is set (0.1, 0.0001, and 0.007) for BO
Model 1, 2, and 3, respectively.

Causal Inference. We use the CF algorithm from the
EconML library [23] on the normalized, standardized and
matched dataset, using the set of the most efficient covariates
selected using the CovSel algorithm as well as domain ex-
pert knowledge. For matching, we use the propensity score
matching technique. We run the CF algorithm using 100 trees,
and the trained model is used to estimate the impact of con-
figurations on the performance. For the training of the CF
algorithm, we use the captured network logs, including the
GT reward.

4.3 QUIC and Configuraion Knobs
QUIC, as a cross-layer protocol, has plenty of configuration
knobs that can be tuned to improve the user experience. We
focus on tuning a set of 8 configuration knobs: (1-3) The first

three knobs are initial pacing mechanism parameters (i.e.,
initial pacing rate and bytes, and if pacing stops when the
first data is acknowledged). These parameters affect the du-
ration of BBR phases, particularly the startup phase, which
in turn impacts connection completion time. In §2.1, we dis-
cussed the influence of pacing mechanism parameters; (4)
The buffered data threshold knob which specifies the size of
the internal transmitting buffer on the server side for each
single QUIC session; (5) Ping in tail configuration which is
used when Tail Loss Probe (TLP) [20] algorithm is enabled;
(6) Retransmission timeout; (7-8) The last two knobs are to
enable the probe up mode of BBR.

5 Evaluation

To evaluate Config-Snob, we conduct large-scale experiments
in both emulated and real-world environments. First, we use
a large-scale trace-driven testbed to build an oracle. All ex-
periments are QUIC sessions over simulated network tunnels
(Mahimahi [31]). Second, we evaluate the real-world deploy-
ment of Config-Snob in a video-based service. Third, we
evaluate the deployed solution’s reliability, and last, we eval-
uate the design choices of our solution. In our experiments,
we calculate improvement in CT relative to the CT of default
configurations. Performance degradation means that the se-
lected configurations result in a lower CT compared to the
default configurations..

5.1 Oracle Testbed

Setup. The testbed is built based on FCC report [16] and cel-
lular networks [28, 43]. Additionally, real-world trace-driven
network tunnels are simulated (Pantheon [44]). QUIC clients
send requests to the QUIC server via Mahimahi simulator
tunnels which are configured with different sets of network
conditions (i.e., latency, stochastic packet loss rate, and band-
width traces). Clients connect to the server and load webpage
files of different sizes (i.e., 50KB, 100KB, 200KB, 500KB,
1MB, and 2MB). We run five of client/server QUIC sessions
for all of the configuration templates including the default
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(a) FCC+ (ECDF). (b) FCC+ (box whiskers). (c) Pantheon (box whiskers).

Figure 7: Overall completion time (CT) improvement (oracle).

Figure 8: Distribution of goodput (oracle).

configurations, simulated network tunnels and webpage sizes
(more details in Appendix A).

We compare Config-Snob performance with the optimal
configurations (oracle) as well as different customized strate-
gies. Cherrypick [3]: we implemented the strategy that selects
the best configurations by exploiting the existing data for
the seen profiles while random samples is used for the new
profiles. GPyOpt [6] is used for BO implementation with
initial samples = 3, expected improvement (EI) = 10%, and
the minimum of samples tested = 6. Configanator [29]: we
implemented the strategy that uses a decision tree to predict
the configurations for existing profiles while it uses BO for
exploration and LHS generates the initial trials. The Optimal
is the set of configurations with the lowest completion time
by brute-forcing the oracle.

Results. Fig. 7 compares Config-Snob with other strategies.
Config-Snob improves the CT by 49% (mean) and 55% (me-
dian) over the default configurations for FCC+, and 35%
(mean) and 28% (median) for Pantheon. The 95th percentile
CT improvement reaches more than 90% in both setups. Cher-
rypick results into poor performance due to random explo-
ration. Moreover, the two strategies use a limited profiling
approach. The decision tree in the configanator improves the
results when used in place of BO for the existing profiles.
Config-Snob shows significant improvement due to the MAB

model, two-level profiling approach, and the controlled explo-
ration that starts with prior knowledge initials. All strategies
endure some performance degradation due to the new profiles
(§5.4). Besides, Fig. 8 shows that Config-Snob also outper-
forms other strategies in terms of the goodput, calculated by
dividing CT by the total bytes sent.

5.2 Real-world Deployment

Setup. We deploy Config-Snob in a large-scale production
environment of video-service application. The solution is de-
ployed in two regions, namely Turkey (TUR) and Philippines
(PHL). In TUR, it serves three edge nodes with 140K user
requests per hour (3M per day) and one edge node in PHL
with 800K user requests per hour (19M per day). Config-Snob
has been deployed in this service for more than a month. The
clients are diverse and endure dynamic network conditions.
We configure the servers to keep using the default configura-
tions for 20% of user requests. The default configurations are
the predefined values in each server that were set previously
by engineers.

Results. Fig. 9 shows the CT improvement of Config-Snob
deployment. Config-Snob improves the CT for video sessions
over the default configurations by 36% (mean) and 70% (me-
dian), and 15% (mean) and 62% (median) for PHL and TUR
servers, respectively (Fig. 9a). TUR servers experience worse
network conditions than the PHL server. Consequently, the
solution converges to better predictions, leading to better per-
formance for PHL. For the 10th percentile CT improvement,
Config-Snob has 1.84% for PHL, while −8.94% for TUR. In
general, we analyze the performance degradation cases which
occur mostly due to harsh network conditions of some con-
nections with high loss rates. Fig. 9b shows that Config-Snob
achieves higher goodput in both regions. Fig. 9c represents
the completion time improvement with different transfer size
categories in both regions. Config-Snob reduces the overall
completion time for small data transfers (less than 100KB)
by a median of 67% to 70% and 88% to 90% in the 90th
percentile.
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(a) Overall CT improvement. (b) Distribution of goodput. (c) Different transfer sizes.

Figure 9: Real-world deployment results.

(a) PHL. (b) TUR.

Figure 10: CT improvement for PHL and TUR ISPs.

Fig. 10 shows the performance of Config-Snob for a num-
ber of ISPs in both regions. Despite ISPs having different
capabilities, Config-Snob reduces the completion time by a
median of 43% to 72% and 51% to 91% in the 90th percentile
for the PHL region. Although the PHY server receives very
few connections from ISP6, Config-Snob shows a reasonable
CT improvement. For the TUR region, it reduces the com-
pletion time by a median of 51% to 63% and 83% to 87% in
the 90th percentile. TUR’s ISP4 has very fluctuating network
conditions which is reflected in the solution performance.

5.3 System Benchmark
We evaluate the scalability and responsiveness of our imple-
mentation. The experiments are performed in a testbed with
an upper limit of 800K connections per minute involving 500
machines. The latency of the inferencing module is 0.042ms
on average. The corresponding training time for the testbed is
3000ms on average. The latency of pushing the predictions
through the interface is 300ms on average and a maximum of
2000ms. We tested reliability of the system against its compo-
nents failure (e.g., the inferencing module will use the existing
predictions when the AI Training server is not available).

5.4 Solution Choices

Setup. The same oracle testbed in §5.1 is used.

Profiling. Fig. 11 shows the goodput and average RTT com-
pared to the solution without profiling (i.e., all connections
are grouped and one BO model is used). Thus, the same con-
figurations is used by the profiles every updating cycle). The
profiling helps the models to learn efficiently, which improves
the overall performance.

Controlled Exploration. Fig. 12 shows the results from the
exploration phase of different strategies. Random approach
shows a poor CT performance. Using the exploration ap-
proach in configanator shows a high number of performance
degradation cases because the algorithm starts the exploration
with a set of random trials. The utilization of existing data with
overlapping profiles and the reduced search space provide
Config-Snob stable results with lesser performance degrada-
tion cases. We achieved zero performance degradation cases
out of 94K cases for FCC+. For Pantheon real-world traces,
performance degradation is minimized by 87% compared to
strategies that use random trials.

Reducing the Search Space. Table 2 demonstrates the im-
pact of changing the configuration parameters from their de-
fault values to the new values, for different profiles with dif-
ferent BW values ranging from 25 to 100 Mbps. The results
are averaged over each profile. To derive the CF estimated re-
ward, denoted by RCF , we employ the CF algorithm, utilizing
a dataset of up to k = 100 gathered from each configuration.
To evaluate the accuracy of the CF estimates, we compare
RCF with the GT reward, denoted by RGT , which represents
the average CT. We use Root Mean Square Error (RMSE)
as the performance metric. For instance, an RMSE value of
0.01 for profiles 3 and 4 signifies an error of 1% in the CF
estimated reward when compared to the GT reward. This
outcome underscores the CF approach’s capability to pro-
vide highly accurate estimates of configuration parameters
impacts, which can be used for reducing the search space.

In this experiment, for each profile, we rank both the RGT
and RCF for different configurations. We select the configura-
tions which are negatively impacted (indicated by having the
lowest rank), denoted by Min rGT and Min rCF , to access the
CF’s capability to accurately identify the configurations with
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Figure 11: Goodput and average RTT with and without profiling.

(a) FCC+. (b) Pantheon.

Figure 12: CT improvement in the exploration phase (oracle).

negative impacts. Our results show that across all profiles, the
CF algorithm excels in producing the same ranking as the
expected outcomes, for the worst configuration, denoted by
True in the second column of Table 2.

Inaccurate Average Reward. Fig. 13 illustrates how the Re-
ward Estimator module provides accurate and robust results
even with insufficient data, demonstrating that averaging re-
wards from observational data fails to capture the nuanced esti-
mates that CI provides. The figure demonstrates the impact of
the number of samples per configuration on the performance
(i.e., when the number of samples for each configuration, de-
noted by k, is less than 40).

For all configurations in each profile, we generate the GT
reward, RGT , as well as the CF estimated reward, RCF , with
the reward achieved from k samples, denoted by Rk. The RGT
(Rk) for each configuration is calculated using the average
CT for up to 100 (= k) samples for each configuration. For
each profile, we sort RGT , RCF and Rk and compare the GT
reward ranking with both RCF and Rk, using the Ranking
Score function. This function provides a score based on the
number of configurations that the RCF and Rk ranks match
the RG ranks. For each profile, after sorting RGT , RCF and Rk,
the Ranking Score function compares the RG rankings with
that of both RCF and Rk results, and calculates the number of
configurations that match between the CF estimates and GT
reward as well as between the average reward of k samples
and GT reward. This function provides the average number
of configurations in both CF and the average reward of k

Profiles Min rGT = Min rCF RCF RMSE
1 True 0.06
2 True 0.03
3 True 0.01
4 True 0.01

Table 2: Evaluating the CF algorithm results with GT, for the
CI Limited Space module

Figure 13: Comparing the results of CF algorithm and average
reward of k samples with GT reward

samples with the same (or close enough) ranks as the GT
reward. For evaluation purposes only, we consider a threshold
value, denoted by ε = 0.02, to account for small variations
(less than 2% difference from the GT reward) between the
mismatched ranks. In this way, we can ignore the mismatch
configurations in which the difference between the GT reward
and the RCF or Rk is less than ε. In other words, for each
rank, if the following condition is valid for any of the average
reward of k samples, the achieved Rk is assumed to be true
and matched with the GT reward.

|RGT [rank]−Rk[rank]|
RGT [rank]

≤ ε. (2)

The condition (2) is written for the average reward of k sam-
ples. However, we similarly apply it to the CF results, by
replacing Rk with RCF in (2). The rank score for the CF esti-
mates and average reward of k samples are denoted by SCF
and Sk, consecutively.

In Fig. 13, for k= 5 up to 45, we plot the difference between
SCF and Sk. This number for each value of k represents for
how many more configurations on average the CF estimates
are matched with the GT reward, compared to the average
reward over k samples. By increasing the number of samples,
the average reward gets closer to the GT reward, and therefore,
more configurations match with the GT ranking.

6 Related Work

In networking, data-driven approaches for configuration tun-
ing are highlighted for several scenarios [3, 11]. Several re-
search studies consider TCP stack tuning [1,2,4,15,26,29,32,
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33, 48]. Static protocol tuning [2, 15] fails to provide the best
performance across fluctuating network conditions and some-
times may even result in performance degradation (compared
to default configurations performance).

Reinforcement learning (RL) [26, 33, 47], supervised learn-
ing [4, 48], and multi-armed bandits [29] techniques are used
to tune the configurations. The design of these approaches
is very specific to the knobs; thus, it cannot be applied to
jointly tune a different set of knobs [4, 32]. For example,
TCP-RL [33] uses two separate RL models for two different
configurations (initial cwnd and congestion control algorithm)
to deal with scenarios of short and long flows. Only a few ex-
isting solutions support a wide range of configuration knobs
with complex dependencies [29]. On the other hand, solutions
that use live explorations of the configurations space suffer
performance degradation for the new connections [3, 29]. So-
lutions cannot react agilely to these new connections due to
the random trials that are applied to the first sessions. Addi-
tionally, the solution may continue the online exploration even
after the bootstrapping phase. Also, it is challenging to collect
firm network statistics on the server side in some cases (e.g.,
short flows) [33, 48]. However, none of the existing works
dealt with the inaccurate rewards in their design.

On the other hand, contextual Gaussian Process (GP) [24,
39] is a well-established approach in black-box optimiza-
tion. In this method, network conditions can be treated as
direct contextual inputs to the GP. Our approach, however,
takes a different perspective. We ensure that all user groups
share a common context by dividing the user space into mul-
tiple groups based on profile features and network conditions.
Therefore, we create multiple models to address contextual
variations effectively. We believe that incorporating network
conditions directly as inputs to the inference process can be
challenging. Our approach only requires profile features to
inference the best configurations, which allows us to handle
the complexity more effectively.

7 Discussion

Configuration Knobs Selection. Config-Snob is a black-box
solution that tunes a set of knobs. However, the selection of
knobs is a challenging task [17]. Each system, application,
and service has a wide range of knobs. The impact of knobs
can differ from one use case to another. A deep analysis is
needed to investigate the impact of knobs for each use case.

Client Privacy. As we pointed out that client information
is used for profiling. Features like IP address, geolocation,
and ISP information are learned during the connection setup.
Generally, we need to ensure that clients’ private information
is collected with their permission and used safely without
breaking user privacy [13, 46]. Config-snob emphasizes pri-
vacy by design. It ensures that only essential data required
for system functionality is collected. Additionally, the stored

data is abstracted into a profile guarantee that isn’t tied to
specific individuals. Furthermore, it adheres to data retention
policies, deleting information after a specified period. We
firmly believe users must be well-informed about data col-
lection practices and provide them with options to opt out
and customize privacy settings (e.g., geolocation). Another
direction is to improve privacy by implementing profiling and
inference on the client side (e.g., user APP). This approach is
quick and can accurately collect the profile features but it has
some challenges, such as overhead and model freshness.

Training Server Placement. Having both APP and Training
servers on the same machine can be cost-effective, provide
more user privacy protection, and be fast. However, the train-
ing server can serve different applications at the same time.
Furthermore, a hierarchical approach can be used to deal with
complex scenarios with multiple training servers (e.g., Pyth-
eas framework [21])

Dynamic Updating Cycle. In the current deployment, we
use a time-driven model updating. However, an event-driven
approach can be used to boost the training process. For exam-
ple, triggers can be used, such as the number of profiles that
have been seen and the number of samples per profile.

Causal Inference. Considering online CI learning tools, in-
stead of offline methods, can be beneficial for data-driven
networking scenarios. This is more crucial for scenarios that
have to deal with an insufficient amount of data, or if storing
a large amount of data is not possible.

8 Conclusion

In this paper, we show that thoughtfully tuning the configura-
tions for QUIC-based servers leads to significant performance
improvement. We propose Config-Snob, a data-driven solu-
tion that utilizes the Bayesian Optimization approach and
a causal inference algorithm to find the best configurations
for the diverse network environment. Our solution can be
applied to different networking protocol stacks (e.g., TCP,
QUIC, HTTP, RTC, etc.) and services (e.g., web, video, etc.).
Config-Snob fulfills all requirements of protocol tuning solu-
tions including generality, adaptability, stability, scalability,
low overhead, and reliability. In our future work, we aim to
extend our design to tune the online parameters of the proto-
col stack. In addition, causal inference techniques show great
potential to overcome some of the optimization tools issues.
Therefore, further investigation and analysis are required.
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Figure 14: Oracle Experiment Setup.

Table 3: Used QUIC configuration knobs

Knobs Values*
stream_init_data_pacing_bytes 20KB, 100KB, 300KB
stream_init_data_pacing_rate 20M, 90M, 120M
stream_init_data_pacing _first_data_ack on, off
buffered_data_threshold 0, 1M, 10M
ping_in_tail on, off
retransmission_timeout_multiples 0, 0.25, 1
loss_threshold_in_probe_up 2%, 10%, 50%
disable_condition_in_probe_up on, off
*Default values are in Bold

A Oracle Description

Fig. 14 presents the data collection process. The system con-
sists of three main parts: QUIC server, clients, and Mahimahi
tunnel. Mahimahi is used to emulate different network scenar-
ios. First, the Measuring Fixed Broadband report by FCC [16]
is used which is summarized in Table 4. Additionally, the
table shows the simulated network setup for the cellular net-
works [28, 43]. Second, real-world trace-driven network tun-
nels are simulated (Pantheon [44]). Last, we used traces that
were collected from an online production server of the video-
based service for three days. We replayed all the connections
over the collected traces in video downloading granularity.
The performance metrics, network statistics, and the used
QUIC configurations are collected and stored in a dataset.

As we mentioned, we focus on tuning a set of configuration
knobs listed in Table 3. Some of these knobs are continuous.
Config-Snob uses BO models that support both discrete and
continuous values. In the real deployment, continuous values
of these knobs is used while a discrete number of values is
used in the oracle. Thus, in the oracle, a certain number of
configuration templates are created from all combinations
of knobs’ values. The number of used QUIC configuration
combinations is 1944 templates. Table 3 shows the default and
the used values for the configuration knobs. The default values
in the table are selected just for the oracle testbed. While in
real deployments, engineers set predefined configurations.
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Min RTT ≤ 21133.5
CATE Mean: -11059.16

CATE Std: 10717.39

Min RTT ≤ 16262.0
CATE Mean: -16772.34

CATE Std: 7726.74

CATE Mean: -22407.03
CATE Std: 5203.54

CATE Mean: -11017.77
CATE Std: 5242.31

Stream Bytes Sent < 1011941.04
CATE Mean: 475.266
CATE Std: 5223.51

CATE Mean: -3610.27
CATE Std: 3284.8

CATE Mean: -5801.81
CATE Std: 1109.92

Figure 15: Clustering data samples using the trained CF tree.

Table 4: FCC+ Simulated Networks (Broadband and Cellular)

Clients Features Mahimahi
Interface Speed* Time BW* Loss RTT*
DSL 10 Offpeak 10 0.14% 38
DSL 10 Peak 10 0.25% 40
DSL 25 Peak 25 0.21% 31
DSL 25 Offpeak 25 0.1% 30
Cable 50 Peak 50 0.1% 21.5
Cable 50 Offpeak 50 0.11% 20
Cable 100 Peak 100 0.09% 23.5
Cable 100 Offpeak 100 0.07% 23
Fiber 100 Peak 100 0.04% 12.5
Fiber 100 Offpeak 100 0.04% 12.5
Fiber 500 Peak 500 0.01% 8
Fiber 500 Offpeak 500 0.02% 8
4G 10 Offpeak 10 0.1% 70
4G 10 Peak 10 0.15% 100
3G 3.54 Offpeak 3.54 0.1% 90
3G 3.54 Peak 3.54 0.15% 120
* Speed and bandwidth (BW) are in Mbps, RTT in milliseconds.
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Figure 16: Evaluation of the CF results with the GT reward.

B CI Solution Choices Evaluation

Fig. 16 demonstrates the evaluation of the CATE generated
by the CF algorithm, compared to the GT, for each profile.
We consider three profiles 1−3 with BW values of 25, 50 and
100 Mbps consecutively. The overall estimation accuracy for
the CF algorithm for this scenario is 96.5%. We also provide
the results of the clustered data samples using the CF tree ap-
proach (see Fig. 15), in which different samples are clustered
based on their improvement ratios. The tree, demonstrated
in Fig. 15, is generated using the selected features using the
CovSel algorithm.

USENIX Association 2024 USENIX Annual Technical Conference    765


	Introduction
	Background and Motivations
	Problem Analysis
	Challenges
	Config-Snob

	Config-Snob Design
	Profiling
	Profile Tree
	Unseen Profiles
	Sufficiency
	Clustering
	Time Category

	Learning Model
	Bayesian Optimization
	Multi-Armed Bandit
	Reward

	Causal Inference
	Methodology
	Causal Forest Algorithm
	Limited Search Space
	Reward Estimator


	Implementation
	APP Server
	AI Training Server
	QUIC and Configuraion Knobs

	Evaluation
	Oracle Testbed
	Real-world Deployment
	System Benchmark
	Solution Choices

	Related Work
	Discussion
	Conclusion
	Oracle Description
	CI Solution Choices Evaluation

