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Abstract
The dominant privacy framework of the information age –
“notice and consent” – relies on service providers disclos-
ing their data collection practices through privacy policies,
and users consenting to their terms. Through analysis of
68,051 apps from the Google Play Store, their correspond-
ing privacy policies, and observed data transmissions, we
investigate the potential misrepresentations of apps in the
Designed For Families (DFF) program, inconsistencies in
disclosures regarding third-party data sharing, as well as
contradictory disclosures about secure data transmissions.
We find that of the 8,030 DFF apps (i.e., apps directed at
children), 9.1% claim that their apps are not directed at chil-
dren, while 30.6% claim to have no knowledge that the re-
ceived data comes from children. In addition, we observe
that 22,856 apps do not mention any third-party affiliates
in their privacy policies, yet 7,147 still share user data, and
only 22.2% of all apps explicitly name third parties. Further-
more, we find that 9,424 apps do not use TLS when trans-
mitting personal identifiers, yet 28.4% of these apps claim
to take measures to secure data transfer. Ultimately, these
divergences between disclosures and actual app behav-
iors illustrate the ridiculousness of the notice and consent
framework.



Introduction
Our work aims to demonstrate the inadequacy of privacy
policies as a mechanism of notice and consent, focusing
on Android smartphone applications (‘apps’). Literature
has shown questionable privacy behaviors and collection
practices across the mobile app ecosystem [9]. This pa-
per explores whether such specific questionable collection
practices are represented in the privacy policies and dis-
closed to users. While past work has focused separately
on app behavior analysis at practice [9, 2, 4, 5, 7, 12, 10, 8]
or analysis of privacy policies [3, 14, 15, 6, 13], we aim to
bridge this gap by considering these two problems in tan-
dem. In other words, we compliment the dynamic analysis
results, focusing on what is collected and with whom it is
shared, with an analysis of whether users were adequately
informed about such collection.

In this work we focus on three classes of discrepancies be-
tween collection at practice (de facto) and as per the online
service’s notice (de jure).

Children’s Privacy. We examine mobile apps that par-
ticipate in the Google Play Store’s ‘Designed for Families’
(DFF) program and regulated under the Children Online
Privacy Protection Act (COPPA), meaning their target au-
dience includes children under the age of 13 [11]. We find
that a substantial number of apps targeted at children in-
clude clauses in their privacy policy either claiming to not
have knowledge of children in their audience, or outright
prohibitions against the use of their apps by children.

Third-Party Data Sharing. The second aspect we are in-
terested in analyzing is the disclosure of third-party ser-
vices that receive and process user information. Regula-
tions like GDPR (Article 13 1.e) and CCPA require devel-
opers to explicitly notify users about the recipients of infor-
mation, either their names or categories. We explore how

many app developers include information about their third-
party affiliates in the privacy policy and how many of them
explicitly name them.

Transit Encryption. Third, privacy policies often represent
to users they implement reasonable security measures. At
a minimum, one such measure should include TLS encryp-
tion. Protecting users’ data using reasonable security mea-
sures is a regulatory requirement under COPPA, CCPA,
and GDPR (Article 32). We explore how many apps po-
tentially fail to adhere to their own represented policies, by
transmitting data without using TLS.

Dataset and Methodology
In our work, we rely on the AppCensus dataset available
at [1]. AppCensus is a tool that analyzes Android apps from
Google Play Store in order to identify the personal informa-
tion that apps access and share with other parties over the
Internet. It leverages dynamic analysis techniques to auto-
matically analyze an application’s runtime and network be-
havior. AppCensus also fetches and stores privacy notices
of each analyzed app, which we use to identify possible
mismatches between the stated and actual app behavior.
As of January 2019, it included information about 68,051
apps published on Google Play Store.

Policy Analysis
In our project, we focus on three types of misrepresen-
tations that occur in privacy notices of mobile apps. Ta-
ble 1 shows the total number of apps from the AppCen-
sus dataset that we examine and the number of observa-
tions that we obtain for different types of analysis. For mis-
representations concerning children’s privacy, we analyze
8,030 apps participating in Google’s DFF program out of all
68,051 available apps. For third-party sharing practices and
for TLS usage, we use the entire dataset of 68,051 apps.



Table 1: Number of observed apps for different types of analysis.

Description Observed App # Sample Size

Participate in DFF program 8,030 68,051
Claim not to target children 728 8,030
Claim no knowledge of children data 2,457 8,030
Mention third parties 45,195 68,051
Provide names of third parties 15,106 45,195
Undisclosed sharing (third parties not mentioned) 7,147 22,856
Transmit personal data 36,107 68,051
No TLS usage during transmission 9,424 36,107
Claim to secure data transmission 2,680 9,424

We analyze the text of privacy policies to identify poten-
tial misrepresentations. To verify compliance with COPPA,
we first narrow our search to only include apps in Google’s
DFF category with any combination of the keywords "child",
"kid", "COPPA", and "minor." Next, we manually read and
process the policies for a subset of 200 DFF apps, focusing
primarily on these keywords and frequently-used phrases
and expressions.

We are further interested in exploring how many app de-
velopers disclose their information sharing practices. We
look at all 68,051 available apps, aiming to collect the rel-
evant clauses on information sharing with third-party ser-
vices from their privacy policies and to determine whether
the names (as opposed to categories) of those third-party
recipients of information are disclosed.

First, we analyze the texts of privacy policies using regular
expressions. In particular, we are interested to see whether
any part of the text matches the phrase "third parties" or
any variation thereof (e.g. "affiliate" or "partner" instead of
"third party"). Focusing on matched privacy policies, we

determine whether any third-party service providers are ex-
plicitly named. We use a list of 9,672 domains that receive
data from mobile apps, including known analytics and ad-
vertising networks, which we obtain from the AppCensus
dataset.

Finally, we want to ensure that app developers comply with
their own policies whenever they promise to take reason-
able steps to secure user data from unauthorized access.
We first identify mobile apps that transmit personal infor-
mation over the Internet without using TLS using the Ap-
pCensus dataset. We then analyze their privacy policies,
identifying parts of the text that mention personal data. This
is again done using regular expressions, matching "per-
sonal information", "personally identifiable information" and
variants thereof. Finally, sentences containing information
about personal data are scanned for specific key phrases
(e.g. "security measures", "unauthorized disclosure", "rea-
sonable steps to secure", "transmission", etc.), that provide
security guarantees concerning data transmission.



Results
We report our analysis along three aforementioned dimen-
sions: Children’s Privacy, Third-party Service Providers,
and Secure Data Transmission.

Children’s Privacy
For the Children’s Data Privacy analysis, we looked at 8,030
apps in the Designed For Families program. Out of these
apps, we found that there are 728 apps (9.1%) that claim
they are not targeted at children and 2,457 (30.6%) that
claim no knowledge of collecting any data from children un-
der 13, with some overlap in apps that do both. In fact, only
4,649 (57.9%) mention any combination of the keywords
"child", "kid", "coppa", and "minor".

For instance, “Smart Games for Kids for Free” made by the
developer DEVGAME KIDS has a very obvious advertising
directed at children as inferred by the application icon and
name, in addition to its declaration in the Google Play Store
being for Ages 8 & Under. Nevertheless, DEVGAME KIDS’
privacy policy claims they do not knowingly allow such per-
sons to access their Services. In addition to this, they claim
to not knowingly collect or solicit personal information from
children, but we have observed them transmitting the AAID,
androidid, and geolatlon datatypes.

Third-party Service Providers
We also identify apps that do not reveal the names of affili-
ated third parties in their privacy policies. We start by locat-
ing apps that mention third-party service providers. From
there, we narrow this list only to include apps that explicitly
name at least one third-party partner.

In our corpus, 45,195 (66.4%) mention third-party affiliates,
which suggest that the remaining 22,856 apps should not
transmit any personal data to outside domains. However,
out of these 22,856 apps, 7,147 (31.3%) of them still share
user identifiers with other service providers without giv-
ing notice to the users. In addition, we discover that only
15,106 apps (22.2% of 68,051) explicitly name their third-
party affiliates.

Secure Data Transmission
Using the AppCensus dataset, we discover that 36,107
apps that are available on Google Play Store transmit per-
sonal data over the network. As of January 2019, 9,424
of these apps (26.1%) do not use TLS when transmitting
personal identifiers. Out of those 9,424 apps, 2,680 apps
(28.4%) claim to take measures to secure data transmis-
sion, but fail to employ TLS when transmitting PII.

Conclusion
This work accentuates the degree in which the privacy
framework of notice and consent is flawed by analyzing
Google Play Store apps and comparing their privacy poli-
cies with their behavior. Our analysis specifically focuses on
highlighting the misrepresentation and lack of information
that exists in of apps in the Designed for Families program,
apps that interact with third parties, as well as apps that
claim to utilize secure data transmission precautions, ulti-
mately showing the level of carelessness and lack of priority
when it comes to protecting user privacy.
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