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Poll: Are you familiar with 
Synthetic Monitoring?



Poll: Are you using Synthetic 
Monitoring?



What is Synthetic Monitoring?





Why do we need Synthetic 
Monitoring?

Where does it fit in observability landscape?



Terms used in this talk



Probe / Agent



Public Probe



Private Probe



Check



Target



Region



PoP - Point of Presence

Pop clusters: small kubernetes clusters in 
locations around the world



Grafana Cloud 
Synthetic 
Monitoring





Blackbox Exporter

Probe targets, get prometheus 
metrics.



Why Blackbox Exporter? 

Prometheus metrics, logs, flexible configuration,
and many more things to love <3



Why do we need a 
global network?

Why can’t we just deploy it in on 
location?



Why multiple 
service 
providers?

source: https://www.g2.com/categories/infrastructure-as-a-service-iaas

https://www.g2.com/categories/infrastructure-as-a-service-iaas


Selecting providers is a major 
challenge



IPv6 Support

No support or 
doesn’t work for 
some protocols

source: https://www.google.com/intl/en/ipv6/statistics.html#tab=ipv6-adoption

https://www.google.com/intl/en/ipv6/statistics.html#tab=ipv6-adoption


Network 
Stability



Capacity 
Issues



Tracking Health 
and Reliability of 
probes



Is Probe 
Healthy & 
Reliable?



Evolution of Probe Deployments



VMs: simple 
and easy

but not ideal



Locations * Regions = 
ERR_TOO_MANY_VMS

22 * 9 = 198 VMs, for current scale



We started looking for a solution

and made a list



Things we need
● Tolerate Node failures

● IPv6 Support

● Security



Nice to have
● Declarative Deployment Model

● Rolling Updates

● Good Tooling & Developer Experience



Things we don’t need
● Persistence / Disks



We looked At:

Nomad, Ansible, Google Anthos,
Provider Managed Kubernetes,
Self Managed Kubernetes



Self Managed Kubernetes

● Fits our needs and wants

● K8s is widely used across company

● In-house expertise and tooling



Why Self Managed Kubernetes

● Can configure as per our needs

● Stateless workload makes management easy

● Uniform setup across providers (just bring VMs)



Why Self Managed Kubernetes

● Native IPv6 support with Dual Stack

● Network Policies for Network Security

● Gradual rollouts with Existing tooling



Cluster Setup
One Cluster per 
location.

Total 22 clusters

One namespace per 
Grafana Cloud Region 
in each cluster



Cluster Setup
● One PoP cluster per location

● Used RKE with Calico CNI and Terraform for 
provisioning

● One namespace for each region in every cluster



Security concerns

● Exposing Internal network and cluster 
components

● NET_RAW capability in Agent Pods



Secure Pop Clusters

● Calico Network Policy to block private network

● Public DNS in SM Agent pods





Agent release rollouts

GitHub --> Drone --> Argo Workflows --> Flux





Gradual rollout of probes across regions & locations



Lessons Learned



Parts of Internet will always be 
unreliable

Internet is a big distributed system, and 
is built to route around unreliable parts.



Add Redundancy where you can

External single point of failures will burn your error budget.



Maintenance Windows

Communicate service provider’s maintenance up to your users.



Good Defaults & User Education

Nudge users to make good decisions



Limits and Abuse

Limits on resources a single users can provision, i.e. number of checks

Bad actors will try to use you for recon work.



Be Verbose

Otherwise it will be assumed that you are an bad actor, and end up in 
blocklist 



Implicit Dependencies

Service providers are not happy when overloaded their DNS



Thank You
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