FusionRAID: Achieving Consistent Low
Latency for Commodity SSD Arrays

Tianyang Jiang, Guangyan Zhang, Zican Huang, Xiaosong Ma,
Junyu Wei, Zhiyue Li, Weimin Zheng

Tsinghua University
Qatar Computing Research Institute, HBKU

duugall Gigaul p hiagoo
Qatar Computing Research Institute

(T IR | FEFN ml-.\ ! M
HAMAD BIN KHALIFA UNIVERSITY -




All-Flash Arrays (AFAs) On Rise
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Severe SSD RAID Performance Problems
« Higher latency variability compared to HDD RAID

* Tail deviate more from norm
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Severe SSD RAID Performance Problems
« Higher latency variability compared to HDD RAID

» Tail deviate more from norm
« Further agitated by disk aging
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Observations from Empirical Study



Observations from Empirical Study

1. Workloads usually irregular, with interleaving bursts
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Observations from Empirical Study

2. SSD RAID writes suffer significant software overhead
« Much higher relative overhead than w. HDD, and higher absolute overhead than w. RAM

« Mainly caused by synchronization
« Shorter write path desirable
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Observations from Empirical Study

3. SSD performance anomaly common, w. significant magnitude and duration

* Found in all 6 SSD models tested, both consumer and DC
« Latency spikes tall and lasting enough to be identified and sidestepped at runtime
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Evaluation: Trace-driven Workloads

* Running 4-workload mixes on compared RAID systems
« Randomly selected 20 mixes from 8 storage workloads
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» Real application results
* Running RocksDB on FusionRAID and RAID50
* FusionRAID reduces tail latency by 4.1x

« Conversion only brings 18% increase in tail latency
« FusionRAID without conversion consumes 2x space within running, and
decrease to 1.17 x if conversion on
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