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In the paper “ETC: An Elastic Transmission Control Using End-to-End Available Bandwidth Perception” by Feixue Han, 
Tsinghua Shenzhen International Graduate School and Peng Cheng Laboratory; Qing Li, Peng Cheng Laboratory; Peng 
Zhang, Tencent; Gareth Tyson, Hong Kong University; Yong Jiang, Tsinghua Shenzhen International Graduate School and 
Peng Cheng Laboratory; Mingwei Xu, Tsinghua University; Yulong Lan and ZhiCheng Li, Tencent (Wednesday session, 
“Networks 1,” pp. 265–284 of the Proceedings), the authors have submitted the following correction:

On page 265, at the top of the page, the author list has been updated.

Original author list:

Revised author list:
Gareth Tyson’s affiliation has been updated.
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Abstract
Researchers and practitioners have proposed various transport
protocols to keep up with advances in networks and the appli-
cations that use them. Current Wide Area Network protocols
strive to identify a congestion signal to make distributed but
fair judgments. However, existing congestion signals such as
RTT and packet loss can only be observed after congestion
occurs. We therefore propose Elastic Transmission Control
(ETC). ETC exploits the instantaneous receipt rate of N con-
secutive packets as the congestion signal. We refer to this as
the pulling rate, as we posit that the receipt rate can be used
to “pull” the sending rate towards a fair share of the capacity.
Naturally, this signal can be measured prior to congestion, as
senders can access it immediately after the acknowledgment
of the first N packets. Exploiting the pulling rate measure-
ments, ETC calculates the optimal rate update steps following
a simple elastic principle: the further away from the pulling
rate, the faster the sending rate increases. We conduct exten-
sive experiments using both simulated and real networks. Our
results show that ETC outperforms the state-of-the-art pro-
tocols in terms of both throughput (15% higher than Copa)
and latency (20% lower than BBR). Besides, ETC shows
superiority in convergence speed and fairness, with a 10× im-
provement in convergence time even compared to the protocol
with the best convergence performance.

1 Introduction

Recent years have seen a resurgence of work in Congestion
Control (CC) [1–5]. This has been driven by the increasing
diversification of applications (e.g., web and video streaming
[6–8]) and networked environments (e.g., 5G). These algo-
rithms rely on congestion signals — primarily loss, delay,
and Explicit Congestion Notifications (ECN) — to manage
their sending rate. All tend to have the common goal of at-
taining high throughput, low latency, and fairness. However,
in practice, this is difficult because these requirements often
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conflict. This mandates a strategic trade-off, driven by two
key observations.

The first observation is that congestion control algorithms,
which prioritize high throughput, often struggle to simultane-
ously attain low latency [1, 3, 4, 9, 10]. This is because such
algorithms usually rely on loss signals, thereby becoming less
sensitive to additional queuing delays. Even BBR, which tries
to limit the inflight bytes within a Bandwidth Delay Product
(BDP), still fails to avoid high latency, due to its excessive
estimation of Available Bandwidth (ABW) [11]. This partic-
ularly occurs when there are multiple flows or a long waiting
period for packet evacuation (minimum Round Trip Time
(RTT) probing). In contrast, algorithms that prioritize delay
[2, 5, 12, 13] show favorable latency performance but attain
lower throughput. This is because they fail to compete with
other more aggressive flows. For example, Vegas [12] and
Fast [13] fail to ensure bandwidth share when competing with
buffer-filling flows. Further, Copa [2] and Vivace [5] obtain
poor bandwidth utilization even when there are no other com-
peting flows.

The second observation is that current algorithms only
consider fairness after flows have fully occupied the band-
width, or even after packet loss has occurred [1–5, 9, 10, 14].
This means they often occupy an unfair position, leading to
bad inter-flow fairness. Specifically, these algorithms man-
age their sending rates via slow start in the start-up stage.
However, slow start’s exponential increases can result in a
large disparity among asynchronous flows, since the flows
that start first have a better chance to preempt the bandwidth.
On the basis of this large disparity, convergence can take tens
of seconds (or even fail). For example, CUBIC [9] has to wait
for a packet loss event to free up bandwidth, and PCC [4]
nearly always fails to achieve fairness with its Multiplicative
Increase Multiplicative Decrease (MIMD) mechanism [15].
Therefore, shorter flows may complete their transmissions
without obtaining a fair bandwidth share, since it takes such a
long time to achieve convergence.

We argue that the above two observations are driven by the
inherent limitations of only using reactive congestion signals
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