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jitter in spite of Byzantine or selfish peers. This work is 
motivated by the observation that most of today’s coop-
erative systems lack rigorously defined incentives, which 
leaves room for exploits and free-riders. The author made 
reference to their previous work, which used Nash equilib-
ria from gaming theory to provide provable incentives for 
rational users not to deviate from the protocol. That work, 
as well as other related works, however, sacrificed flexibility 
and performance for correctness. In this work, Harry and 
his co-authors aimed at approximating Nash equilibria to 
achieve both formal incentives and efficiency.

More specifically, they propose an epsilon-Nash equilibrium 
scheme, in which rational peers may only gain a limited 
advantage (< an epsilon) from deviating from the protocol. 
This provides nodes with some freedom in choosing peers, 
which in turn allows them to steer away from overloaded 
peers and avoid departed peers. The author stressed that 
it is this flexibility that enables some of the properties of 
FlightPath: churn resilience, byzantine and rational peer 
tolerance, and high-quality streaming.

A member of the audience asked about FlightPath’s resil-
ience to collusion attacks. The author answered that they 
had considered collusion for all of the results reported for 
malicious attacks. Another member of the audience pointed 
out that a previous study had shown that most free-riders 
accounted for little bandwidth in a collaborative system. He 
wondered to what degree eliminating those small-resource 
free-riders would improve overall performance in a real col-
laborative system.

n	 Mencius: Building Efficient Replicated State Machines for 
WANs
Yanhua Mao, University of California, San Diego; Flavio P. 
 Junqueira, Yahoo! Research Barcelona; Keith Marzullo, Univer-
sity of California, San Diego 

Yanhua Mao presented a Paxos-based replication proto-
col specifically designed for WAN operation. The author 
envisions this protocol to be useful in cross-datacenter 
geographical replication. The author explained why cur-
rent Paxos protocols (Paxos and Fast Paxos) perform poorly 
on WANs. On one hand, Paxos maintains a single leader 
and thus achieves poor latency for operations issued at 
nonleader replicas. On the other hand, Fast Paxos achieves 
good latency by allowing all replicas to behave as leaders, 
but it suffers from collisions, which lead to poor throughput.

The proposed system, Mencius, aims to take the best of 
both worlds. Very briefly, their approach consists of two 
mechanisms: rotating leader and simple consensus. The for-
mer allows the leader function to be assumed by the servers 
in a round-robin fashion, which means equal latencies and 
high throughput. The latter mechanism allows servers with 
low client load to skip their turn in Paxos rounds efficiently. 

The authors evaluated the system by comparing Mencius’s 
throughput and latency against Paxos’s. A member of the 
audience asked the speaker to clarify a discrepancy in one 

of the graphs, which showed Mencius’s throughput degrade 
gracefully after a crash, whereas Paxos’s throughput was at 
an all-time low value before and after recovery. The author 
responded that this effect was due to Mencius’s ability to 
use all of the servers’ bandwidth, whereas Paxos was bottle-
necked by the single leader’s bandwidth.

Workshop on Supporting Diversity in Systems 
Research (Diversity ’08)

December 7, 2008 
San Diego, CA

Summarized by Ann Kilzer (akilzer@cs.utexas.edu)

n	 Succeeding in Grad School and Beyond
Alexandra (Sasha) Fedorova, Simon Fraser University; Claris 
Castillo, IBM Research; James Mickens, Microsoft Research; 
Hakim Weatherspoon, Cornell University

Alexandra Fedorova advised students to work towards an 
ideal CV, looking at CVs of recently hired professors for 
ideas. A good CV has publications in top conferences or 
journals, and quality and impact outweigh quantity. Fedo-
rova also encouraged students to imagine the final product 
of research and to write as much of the paper as possible 
before building anything. Writing helps thinking, and this 
approach helps researchers develop methodology, review 
background material, and find gaps in their approach. Her 
final advice was to be ready for adjustment—research can 
be risky and may not turn out the way one intends.

Hakim Weatherspoon explained that his path had been 
filled with sharp turns, playing football as an undergrad, 
getting married in graduate school, and raising children. A 
postdoctorate inspired him to pursue an academic career. 
Hakim noted that being in graduate school is very differ-
ent from being an undergrad. Grades matter less, but one is 
expected to become an expert in his or her field and learn 
from a variety of sources. He emphasized the importance of 
collaborations, noting this could be a challenge for under-
represented students. Hakim observed that “everyone has 
an agenda.” Finally, he told students to “own their own 
career”—we are each responsible for our own success.

The section ended with James Mickens’ presentation, in 
which he stressed that students should not fear adversarial 
growth—a lot can be learned from bad reviews. He en-
couraged students to network at conferences and not just 
associate with underrepresented colleagues. Networking can 
help lead to internships, teaching, or collaborative research. 
Regarding the thesis, Mickens noted that grad school was 
about producing science, and that students shouldn’t let the 
thesis trip them up. Mickens ended with an assortment of 
random systems advice, which included learning a scripting 
language, not fearing math, looking for interesting problems 
outside of computer science, and interning in industry.

In the Q&A session, a student observed that international 
students have different views on authority and asked how 
to reconcile this when working with an advisor. Hakim 
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recalled his own experience with his advisor, who told him 
that he could not graduate until Hakim confronted him as 
an equal and voiced his disagreement. Every advisor has his 
own agenda and wants students to further that; however, 
students must also consider what is best for their career. 
Hakim stressed compromise in the advisor-student rela-
tionship, noting that the student should learn to act as a col-
league. Finally, he warned students not to focus too much 
on being a member of a minority, because that can lead to 
mistakes.

n	 Technical Talks
Andrea Arpaci-Dusseau, University of Wisconsin—Madison; 
Helen Wang, Microsoft Research

Andrea Arpaci-Dusseau explained her work on gray box 
systems, semantically smart disks, and IRON filesystems. 
She advised students to keep their eyes open for new ob-
servations and unique approaches. What is good research? 
According to Arpaci-Dusseau, research addresses problems 
general to many systems. Good research begins when one 
initially doesn’t have the terminology to describe what one 
is thinking about.

Helen Wang presented her work on Web browser security. 
Wang showed the evolution leading to browsers as a multi-
principal OS. Her research seeks to create a better security 
model, with multi-principal protection and communication 
abstractions in the browser. As for future research, Wang 
seeks to build a browser as an OS, enable browser support 
for robust Web service building, analyze Web service secu-
rity, and investigate usability and security with the mobile 
Web.

n	 Career Paths in Systems Research
Bianca Schroeder, University of Toronto; Ramón Cáceres, AT&T 
Labs—Research; Jeanna Matthews, Clarkson University and 
VMware

Bianca Schroeder contrasted work in academia and re-
search labs. Academic responsibilities include working with 
graduate students, teaching classes, applying for grants, 
and traveling to give talks. There is lots of freedom in the 
research, as well as variety in daily activities. Professors 
work closely with students, acting as teachers and men-
tors. Typical requirements of industry researchers include 
working with co-workers and interns. The research often 
has less freedom, as there is a focus on products. Industry 
researchers don’t have to write grants but must sell their 
ideas internally.

How should one decide which route to take? Schroeder sug-
gested trying out internships, teaching, and writing grants 
during one’s graduate career. She advised improving one’s 
name recognition by giving talks, attending conferences, or 
doing internships. Advisors can help set up talks at other 
schools. Schroeder ended with advice about selling oneself, 
noting the importance of strong writing and speaking skills.

Ramón Cáceres shared his challenges with self-doubt, 
noting that it is important to seek advice and support. He 

found strength in things he was certain about. He found 
satisfaction in developing or redesigning things that real 
people could use. Regarding diversity, Cáceres stressed that 
one’s differences add value to the field. Diversity isn’t just 
about fairness, but also about providing perspective from 
underrepresented user communities. Cáceres also con-
trasted work for research labs and startups. In research labs, 
one has the freedom to pursue multiple areas of interest. In 
startups, research is more likely to affect actual products. 
He ended by advising students to have confidence, learn 
from criticism and move on, and seek second opinions.

Jeanna Matthews described the challenges of working at a 
small university. As a graduate student at Berkeley, she grew 
accustomed to working in a large team. She taught briefly 
at Cornell and recalled working with well-prepared Ph.D. 
students, teaching one course per semester, working with 
other systems professors, and having access to teaching and 
administrative support. Matthews contrasted this with her 
current position at Clarkson University. Now she teaches 
two courses per semester and works with undergraduates. 
She has found it useful to “build a pipeline” so that every 
student learns and teaches other students. Matthews spends 
a lot of time mentoring and teaching, which leaves less time 
for research. She finds her work at Clarkson very rewarding, 
and she advises anyone who enjoys teaching and work-
ing closely with students to consider a position at a small 
university.

n	 Making the Best of an Internship in Systems
Lin Tan, University of Illinois at Urbana-Champaign; Dilma Da 
Silva, IBM Research

Lin Tan, who interned at IBM Watson and Microsoft Re-
search, recommended finding internships by using advisors’ 
connections, asking colleagues for advice, visiting career 
fairs, and searching online. Before the internship, Tan ad-
vised asking for a reading list. Because internships are fairly 
short, it’s a good idea to talk with one’s mentor ahead of 
time. Tan also emphasized setting expectations and working 
toward goals.

Dilma De Silva described benefits of internships, including 
honing skills, gathering information for one’s thesis, and 
broadening one’s research experience. For successful inter-
views, do homework, be able to discuss general ideas as well 
as specifics, and develop an “elevator speech” to summarize 
one’s research. De Silva also emphasized interviewing the 
interviewer by asking questions about the position. Some-
times internship decisions have nothing to do with perfor-
mance; rather, the internship may simply be the wrong fit. 
All interviews should be viewed as practice.

At the internship, students should track their progress, 
understand expectations, and find a mentor outside their 
group. Internships are short, so it’s important to make 
plans and adjust them as necessary. Finally, De Silva noted 
that it’s better to seek internships from different companies 
rather than returning to the same position in the future.
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In the Q&A session, a commenter asked whether software 
development or research internships are better. De Silva 
noted the importance of asking lots of questions during the 
interview. Both experiences can be valuable, but it’s impor-
tant to be sure the internship is what you want.

open discussion

Life as a System Researcher: Challenges and Opportunities

De Silva shared her experiences at the 2008 Grace Hopper 
Conference, including a panel discussion on the “imposter 
syndrome”: underestimating oneself, doubting one’s quali-
fications, or believing that everyone else is working harder 
and faster. The panelists listed tips for overcoming self-
doubt. It’s important to believe in oneself and to remember 
past successes rather than dwelling on failures. They ad-
vised speaking up, finding support, and faking confidence 
when necessary. Most importantly, we are responsible for 
making ourselves feel like impostors—we create our own 
experience.

An open discussion followed,. Fedorova posed a question on 
the work-life balance in graduate school. One commenter 
shared her experience of raising a child while in gradu-
ate school: “How do you manage? You just do. . . . When 
it comes down to it there are some basic things in life you 
can’t put aside.” Other participants shared stories of rais-
ing children while in graduate school. Regarding personal 
relationships, one commenter noted the bursty nature of 
research and the importance of letting friends and family 
know about work schedules.

Workshop on Power Aware Computing and  
Systems (HotPower ’08)

December 7, 2008 
San Diego, CA

Summarized by Alva L. Couch (alva@usenix.org) and  
Kishore Kumar (kishoreguptaos@gmail.com)

HotPower ’08 depicts a very different approach to comput-
ing from that to which the average USENIX member may be 
accustomed. In a power-centric view of computing, units of 
measurement are translated into units representing power 
requirements. “Execution times” are converted into their 
corresponding power requirements, measured in watts. 
“Execution cycles” are converted into their corresponding 
energy requirements, measured in nano-joules. Power is (of 
course) energy over time: One joule is one watt/second. This 
energy-aware view of computing—while quite enlighten-
ing—takes some getting used to.

The goal of energy-aware computing is not just to make 
algorithms run as fast as possible, but also to minimize 
energy requirements for computation, by treating energy as 
a constrained resource like memory or disk. From a power/
energy point of view, a computing system (or ensemble of 
systems) is “energy proportional” if the amount of energy 

consumed by the system is proportional to the amount of 
computational work completed by the system. True energy 
proportionality is impossible because of the baseline energy 
cost of keeping systems running even when idle, but one 
can come close to energy proportionality by powering up 
servers and/or subsystems only when needed and keeping 
them powered down (or, perhaps, running at a slower speed 
or power level) otherwise.

One thing that makes energy-aware computing challenging 
is that there is a straightforward inverse relationship be-
tween energy requirements and execution time, which often 
requires making a time/energy tradeoff. It is acceptable for 
some tasks to take longer times so that they can in turn 
require very little energy to accomplish (e.g., in embedded 
sensor systems that harvest power from RFID readers). In 
other cases, for time-critical tasks it is appropriate to bal-
ance task completion delay against energy requirements.

Similarly (but perhaps less obviously), there is also an 
inverse relationship between energy requirements and reli-
ability. Reliability is usually implemented through hardware 
redundancy, and redundancy means in turn more power 
consumption. This redundancy can take subtle forms, such 
as whether a disk is powered up or its data and changes are 
cached in volatile memory instead.

HotPower is a gathering point for a diverse community of 
many kinds of researchers, ranging from software experts 
concentrating on algorithms for reducing power consump-
tion to hardware designers and testers studying the effects 
of hardware design choices. This community has in a very 
short time developed its own acronyms and specialized lan-
guage which can be difficult for a newcomer to grasp. For 
example, DVFS stands for Dynamic Voltage/Frequency Scal-
ing, which represents the ability to run a CPU or subsystem 
at several different speeds and/or voltages with varying 
power requirements. Required background for understand-
ing the papers includes the functional relationships among 
computing, power consumption, and cooling, as well as the 
basics of energy transfer including, for example, the rela-
tionship between the energy in a capacitor and the observed 
voltage difference between its contacts. [Editor’s note: Rudi 
van Drunen’s article in this issue discusses power in electri-
cal terms.]

scheduling and control

n	 Memory-aware Scheduling for Energy Efficiency on Multi-
core Processors
Andreas Merkel and Frank Bellosa, University of Karlsruhe

Andreas Merkel and Frank Bellosa presented an energy-effi-
cient co-scheduling algorithm to avoid memory contention 
problems in multi-core systems. Memory access power re-
quirements depend upon processor architecture, including 
whether a set of processor cores shares one L2 cache. One 
approach to avoiding contention is to schedule tasks with 


