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1 Introduction systems in their entirety. We hope our initial exploration

Most networked applications use either a largely centraP!"s further research on this topic.

ized architecture (e.g. iTunes) or a p2p architecture (eg. Background
BitTorrent). The popularity of centralized Internet apg

plications such as Search and web portals has fueled efore we formalize the details of the model, we discuss

growth of large data centers. Modeling and minimizin e of the overarching factors that impact the power

the power consumption of large data centers is the h&nsumptlon of p2p systems. and data centers.
new research area (pun intended). P2P systems Several studies have shown that end-
However, no attention has been paid to the power co®stems such as enterprise desktops, home PCs and lap-
sumption of p2p systems. This despite the fact that pr@Pps typically spend a significant portion of the day fully
grams like BitTorrent account for up to 95% of Interngtowered-upi(e.,neither turned off, nor in low-power hi-
traffic today. There are two main reasons why the powe@rnation). Moreover, the average utilization of these ma-
consumption of p2p applications has not yet been studiéftines is typically very low. Similar to prior studies,
First, these applications do not consume a large amountibfa recent measurement we performed at 300+ enter-
power at a single location. Second, no central entity paﬁ@se hosts, we found an average “fully on” time of 14.4
for the power consumed by applications like BitTorrent.nours/day per machine, with an average utilization below
Yet, it is undeniable that systems like BitTorrent d&%- Inthis paper, we assume that a p2p application makes
consume power, and quite likely, a lot of power. End hosge of such already-on, but underutilized, end-systems. In
consume more power as they do more work and routé§er words, we assume that only peers that are (for what-
consume more power as they route additional traffic [3ver reason) already powered up will participate in a p2p
Thus one many wonder: is it more energy efficient t8€rvice and that users witot leave their machines pow-
download a song from BitTorrent rather than iTunes? ered on for the sole purpose of participating in the p2p ser-
To answer such questions, one needs to build modeige: This assumption will play a key role in the power
that can predict the power consumption of p2p appfonsumption we attribute to a p2p architecture.
cations. In this paper, we present an outline of a modelNeedless to say, the use of peers has certain drawbacks
that allows us to compare the energy consumed by28 Well. The primary overhead is that p2p systems make
p2p system to its centralized counterpart. Note thathgavier use of the network, by generating overhead traffic
is not our aim to advocate one system architecture oJ@f tasks such as membership maintenance and peer
another. Many issues such as manageability, reliabilfyscovery. Furthermore, peers are at the edges of the
and ease of deployment must be taken into account wHEHWOrk, and the average path length between two peers
making high-level architectural decisions. Indeed, it md§ likely to be more than the average path length from the
be entirely infeasible to deploy applications such as wéhent to the central server.
search in a p2p manner. Data Centers Two factors reduce the energy efficiency
Thus, this model is best viewed as an exercise drivefidata centers. First, because data centers consolidate
primarily by academic curiosity. And yet, this exercise ithousands of computers in a single facility, cooling be-
not entirely without practical interest. Today energy sostomes a gargantuan issue. Several studies report that as
represents a significant component of the capital and opuch as 50% [2, 4] of the power consumed by today’s
erational costs of data centers, and hence it is importantfaa centers is spent on cooling. By contrast, cooling is
understand whether, and when, alternate system archiless of an issue for more decentralized systems such as
tures might prove more cost effective. For example, pgr2p systems. For example, in its heyday, Napster routinely
haps in controlled environments such as enterprise nsiipported upto 25 million users with no special concern
works it is reasonable to harness user desktops to takefoncooling simply because its “servers” were geographi-
some of the tasks traditionally assigned to server roomwlly dispersed. And while one may argue that enterprise
and data centers? More broadly, models like this help asd homes may also require air-conditioning systems, we
understand the energy impact of the different design denbte that this need arises regardless of the p2p service.
sions that go into building a large scale system. For exaire., for an enterprise, the presence of a large number
ple, our model shows that numerous factors such as poweemployees (and their machines) necessitates cooling
consumption of routers, whether the application is comhether or not their machines participate in p2p applica-
municationvs. computation heavy and the efficiency of
the protocol design affect the overall power consuniptiotrategies that incentivize users to cut down on the up-tile
To the best of our knowledge, this is the first attemiteir machines will admittedly diminish the pool of potexti
to model the energy consumption of complex networkeeers in which case we might have to revisit this assumption.




tions. Moreover, since we assume a p2p application ordgnote the number of peers that would be required to ser-
uses machines that were already fully powered onathe vice a request at the same level as a single server.

ditional cooling, if any, required to run a p2p applications,mnonents of energyWe divide the energy consump-
|S£egtlhg|blfe. wor is the hiah baseli idion in each of the above consumers — servers, peers and
f no ert ac oAr\ IS tedlg 1astﬁ|ne energy Consurg%'%uters—into two components. The first is the energy con-
of computers. As noted in [1], the power consumed by med just from having the equipment be powered up and
computer is roughly linear in its CPU utlllzatlomth an eady to process work — we refer to this as biaesline
?ﬁsﬁt' Tht'rs]' offsethr.epresents tge pow%r reqéur?d SIMPYhergy of the equipment. In addition, we have the energy
0 f“’e et mactr'pe tﬁg)";:ée up and ready to ?roc?gauired to actually process work; thimrk-induced en-
work — we term this tr Ine energy consumption. ergy is directly dependent on the equipment’s level of uti-
Several empirical studies [3, 1, 4] reveal that this basgfation when processing the offered workload. In keep-
line constgmp(;clonttyplcally ddorr:_llrjatﬁs the increment g with recent empirical findings[1], we assume that the
consumption dueé (o Increased utilization. work-induced component of energy scales linearly with

In a data center, machines exist solely to run the S8 ipment utilization. Thus, the energy consumed by (for
vice(s) in question and hence the service(s) can be wem&eiﬁmple) a Server over tinteas:

as responsible for the entire power consumption of thé
servers. By contrast, if a p2p service makes use of peers
that are already powered-on, then it is only responsible E = (Sbase + (Smaz — Shase) - us) - ¢ @
for the resultanincreasein the peer’s power consumption whereS;,.. is the server’s baseline power dras,, ...
(since the peer was already consuming at least the baséts power draw when serving at maximum capacity and
line power draw just by virtue of being fully powered on)u, is the average server utilization. The consumption at
Hence, from the standpoint of energy consumption, tipeers and routers could be expressed similarly.
e power consumption i the dominant component of JTIPUING energy components: We must determine
machine’s overall power consumption. This is essential at portion of the energy consumed at each of the
an argument for reusing machine deplnoyments )_érv_ers, routers and peers can be attributed to the ser-

In the rest of the paper, we shall see that the aésumpti h%e in question. This is where a key distinction arises be-

' ?l en peers and servers. In the case of data center servers,

\év:té?ril?re\is bf/)vur:igr]]ealrsc;ﬁteescmfg fgor';%?eagg\é? argﬁci‘(r;it é%e:svl\hce they are machines dedicated only to serving client
9 9y requests, we hold the service responsible for some frac-

3 Model components tion of both the server's baseline and work-induced en-

In this paper, we focus on a simple file transfer aF?_rgy consumption. The p2p architecture, however, how-

plication. Both centralized (e.g. iTunes) and p2p (e'gxzr\’/v?&iéeﬁaszebg;r?ﬁergr:hv?/gwirae :J&T:ggogevmirtﬁgroonr’
BitTorrent) versions of this application are in popula p anyway, reg

use. Even for the simple file transfer application, creati }(ﬂﬁg \ggrr\?iggg%i?&ﬂ?aﬁg?gftﬁqgg:(tasl'i'nvé/eeﬁ]heurs dgc?r?_t
a good model is a difficult exercise. First, we mu 9y

decide what it means for a centralized architecture agg™Pion ata peer and only hold it responsible for some
raction of the peer’s work-induced energy consumption.

a p2p architecture to deliver equivalent functionality. . :
Only then can one compare their power consumption!:o.r routers, the ques“or! of Whetheror notto attnbutg a
rtion of a router’s baseline consumption to our service

Second, we must account for the energy consumptiBﬂ ble. On th hand ¢ dl f
due to the network/routers involved. Finally, the varioyg 8'9uabi€. n the one hand, routers run regaraless or our

servers, peers and routers might all be handling mdrarticular service but, on the other hand, routers’ baselin
than just the particular service under evaluation afgnsumptions musteventually be accounted for and a fair
hence we must be careful in deciding what fraction of t ay to do so would be to split the charge across all the
energy consumption at (for example) a router should élffIC they serve. We thus consider both possibilities.
attributed to the particular service we're considering. Cooling overhead Data centers require significant
We now describe the key components of our modelmount of energy for cooling the systems. On the other
The model contains many simplifications since our goh&nd, cooling is typically not required for p2p systems.
is to roughly estimate how various parameters influen@ée capture this overhead with a multiplicative factor
the energy consumption in the two architectures. ¢ (> 1) that we apply only to server consumption. l.e.,
Consumers of energy There are three primary conJf we were to attribute an amourtt, of a server’s energy
sumers of energy in the scenarios we consider: servé&@nSumption to our service, then we say that is the
peers and the routers along the path. The number &9y consumption to be attributed when taking cooling
routers depends on the distribution of path lengths in tREStS Into account.
Internet. For the purpose of this paper, we assume InterPeP communication OverheadMost p2p systems incur
paths are linearly distributed with an average path lengibme additional computation and communication over-
of dy andd, hops to (data-center) servers and peers figead due to various factors: the redundancy typically re-
spectively? Finally, for a p2p system, we use(> 1) to quired to compensate for poor quality peers, protocol
overheads due to communicating with multiple peers,
We can incorporate more realistic models to improve acguractracking peer membership and so forth. This overhead re-




sults in an increase in the workload seen by both peeegjuest served at a server. Note that the above assumes

and routers and again we model these with multiplicativlat the bits transferred per peer is inversely proportiona

factorsw, andw, (> 1) that capture the overall overheado n, the number of peers. This is reasonable since we're

at peers and routers respectively. using bits transferred as indicative of workload. While

4 Model peers may see additional overheads, recall that these are
reflected in the values af, andw;.

Our approach is to compute the energy consumption fokWe now describe how to express these per-bit

a single service request under both the data-center avatk-induced and baseline consumptions in terms of

the p2p architectures. Le, E, and E, denote the measurable quantities. Define:

energy consumption due to a single request at each ofa, M,, M,: these denote the maximum capacity

server, peer and router respectively. Then, we can exprgfgasured itits-per-second for servers, peers and routers

Eqc, the energy consumption for a single request in thgspectivelyl.e, this is the network transfer rate corre-

data-center scenario as: sponding to the point at which the machine is processing
the task to its fullest capability.

o EdCZCESersET. Spase and S,,q.. . these denote a server’s baseline
Similarly, the energy consumption for a p2p-basgsbwer consumption and its consumption when operating

system,F,,,, can be expressed as: at maximum capacity/;. Sy.se iS independent of work-
load butS,,, ., will again depend on workload. For exam-
Epop = nwp By + nw,d, E, (3) ple, for a computation-intensive task, we'd expect higher

levels of CPU utilization and since the CPU is a major

length to servers and peers andy, andw, the cooling contributor to system consumption, we'd expect a higher
and p2p overheads respectively. gap betweerby,s. andS,,qz - Commumcaﬂon-mtenswe
Now, to estimate the per-request energy consumpti ks tend to saturate the I/O or memory capaglty firstand
E,, E, and E, we must decide what fraction of the!!€Nce see much lower CPU utilization. So we’'d expect a
baseline and work-induced energy at each of the servdP¥/er gap betweesy, ;. andsSy,q, for such workloads.
routers and peers can be attributed to our service requédtse and Prae , Rpase and Ryq, : Similar to
Computing this is non-trivial because all three entitighe above, these denote the baseline and max-capacity
handle more than just this particular service — servezensumption for peers and routers respectively.
handle multiple client requests simultaneously, routefs and 4,: these denote the average utilization at a
handle other network traffic and peers might be runnirgrver and router respectively.
additional user tasks unrelated to our service. Given the above, the total work-induced energy con-
We proceed as follows: we assume that server agdmed per second by a server operating at maximum

peer workloads aréinearly proportional to the number capacity A/, can be expressed a§,0: — Spase, and
of requests. The assumption is reasonable for modergigrefore the per-bit energy is:

utilizations, especially for simple tasks like file transfe

Thus, if a request involves the transfer of an average of 0s = (Smaz — Shase)/Ms (6)

B bits, then we can view server (and peer) workloads as

linear in the number of bits transferred over the networRimilarly, the work-induced energy per bit in peers and
We therefore introduce the notion of the energy comoeuters can be expressed as:

sumedper hit transferred by each of servers, peers and

wheren is the number of peers];, andd, the path

routers and then measure the per-request consumption by p = (Pmaz — Poase) [Mp (7)
multiplying the per-bit consumption with the number of
bits transferred per request. Define: 5, = (R ~ Rpase) /M ®)

ds, 6p, and ¢,:these denote theork-induced energy

consumed per additional bit transferred by a server, pedrecall that we do attribute a fraction of the server’s
and router respectively. baseline consumption to each service request. To compute

this fraction, we consider the average bits/second handled
by the server asi, - M, bps and hence compute the
0per-bit baseline energy consumption at the server as:

vs» 7p, and ~,:these denote theaselineenergy con-
sumed per processed bit. For completeness, we refgr t
even though, as argued earlier, we-get= 0.

We can now expand the energy equations ( 2, 3) as: Ve = Spase/ (11s M) 9)
Eqe = cEs + dsEy Since our service is not held responsible for the baseline
=c¢(0s +7s) - B+ ds(6r +v)B (4) consumption at peers, we set:

Epop = nwpEp + nw,dy )
nwy(6p +vp) - B/n + nwedy (6, +7) - B/n
=w, (8, +7p) - B+ wrdy(5, +,)- B (5) Similarly, depending on whether or not a router’s baseline
consumption is to be amortized across our service re-
where B is the total number of bits transferred pequests, we can compute the per-bit baseline consumption

Yp =0 (10)



at routers as either: chillers, UPSs, air handlers, pumps, etc. Indications are
that for some data centers this value is as much as 3x and
¥ =0, or 7y = Rease/(prMy) (11) higher [2]. We note that this factor does not include the

o . cost of provisioning for this cooling. We use a value of
We complete the model by substituting equations (6) provisioning ! g ! val

11)int f 45 c= 2 in our calculations.
(11) into equations (4,5). For the communication and workload overheads, we

5 Comparison of two architectures pick conservative estimates of. = w, = 2 [7]. Finally,

. , we estimate network path lengths using a recent measure-
We now derive values of various model parameters frogg

empirical measurements, and use them to compare im study [6] that reports average Internet path length

ower consumption of p2p and centralized (data cent rom a CDN (representative of a datacenter) to be
grchitectures P P<p Grbund 13 hops and average path lengths between peers to

) be around 15 hops. We thus st = 13 andd,s, = 15.
Router parameters —4d,. and ~,: We derive our router \We now compute the per-request energy consumption
parameters from a recent measurement study that repestsboth the p2p and data-center scenarios. In each case,
on the power consumption of a Cisco GSR router [3lye consider the consumption with and without “charg-
The study reports an idle power dralt,sc = 750W. ing” our service for the router baseline consumption.

In a typical configuration, the routers uses 4 cards with . . o ]
speeds of 2.5Gbps/card for a total capacity of 10Gb£§.t charging for router baseline consumption:y, = 0: -
If we conservatively assume an average router utilizati ing the values from the previous section, we obtain:
of 50% this gives us a per-bit baseline consumption of, )

v = T50W/5Gbps= 150 - 10~? J/bit. When routing at Eac = c(0s +75) - B+ do0:B

2.5Gbps, the study reports an increase of at most 20W for = (2 (5-107? +673-107%) +13-8-10%) - B

a per-bit energy increase 8f 10~°J/bit. =1.460-10"°B (J) (12)

Server and peer parameters -, d,, and v,: To mea-

sure the per-bit energy for peers and servers, we pick t@ad:

machines with typical configurations for their class. As

representative of peers, we use a single-core Intel Xeon Epap = wpbdp - B+ wrdyd, - B

3.0GHz desktop running Linux, equipped with 1GB RAM =(2-162-107"+2-15-8-107%) - B
and a gigabit Ethernet Intel PRO/1000 NIC. To repre- _

sent servers, we use an 8-core machine featuring an Intel =0.272-107°B (J) (13)

S5000PSL Server Board, two Intel Xeon X5355 proceg; s :
sors with four cores each, 16GB RAM and 8 Gbps Intgye see that, even though the energy spent within the net

PRO/1000 NICS ork path is larger for the p2p scenario, the baseline en-
We mezsire a o powercrawa 1 ot sever, #19 SSTUTPLEn ofsevers proves to b the dominan
and140W for the desktop; these are the baseline powg%nsum tiong 9
consumptionsy,, s and Py, 5. respectively. P )
To measure work-induced power consumption at pedtarging for router baseline consumption
and servers, we repeatedly downloaded files from the tWothis case, we find:
machines using a number of clients andt per f [5] s
benchmarking tool. We gradually increase the client Eqec=3.140-107"B (J)
request rate and record the maximum web server capacity Epop = 4.762-1075B (J)
(in terms of processed requests). vy
We measured the average power draw, netwolik this case, we see that the balance tips, with the data-
throughput and CPU utilization at maximum capacitgenter scenario proving more efficient than the p2p one.
These measurements allow us to calculéteand 6, This is due to the per-bit router baseline energy which is
using Equations (6) and (7). To calculate the baselipeth large and incurred at all routers along the path, mak-
power consumption, we use Equation (9) and assume tff network consumption the dominant factor in the over-
a server is on average utilized to 50% of its maximuall consumption in this case of communication-intensive
capacity. Note thaty, is 0, as per Equation (10). Theworkloads. Moreover, the higher p2p network consump-
results are summarized in Table 5. tion is exacerbated by: (a) the longer paths longer paths

Note that the per-bit server baseline enefgydwarfs sinced, > d,, and (b) the p2p overhead factor.
the work-induced energy consumption. This is because

the workload is communication intensive, and the CPO EXxtrapolations

utilization at maximum load is relatively low. For morérpe previous section compared the energy efficiency of
CPU intensive applications, the difference in the numbe&j§gta-center and p2p systems for select data points. For
is smaller. a more general comparison, we consider the asymptotic
Other parameters —c, wy, wr, d4e, dp2p: TO a first ap- behavior of the ratioEq./E,2,. For simplicity, we
proximation, a well-managed data center has an ovepnsider energy consumption in the network separately
headc of about 2x, which implies that for every Wattfrom that at servers and peers and look at the above ratio
of server power, an additional Watt is consumed by ttier each case individually. We omit detailed derivations



Load | Avg | CPU | BW g Y ture. Even with these utopian improvements, the ratio in
pwr | Util | (Mbps) | (J/bit- | (J/bit- | eqn. (17) equal®/w, suggesting that, even fanergy-
W) | (%) 107%) | 107°) | optimal data centers, p2p systems will be bettensif
Peer| Idle | 140 | 1 0 - - overhead is smaller than 2x. The culprit here is, of course,
Srv | Idle | 291 O 0 - - the high baseline consumption at servers which leads to
Peer| Max | 163 | 30 | 80 16 0 our next question.
Srv | Max | 336 | 50 864 5 673 Energy-proportional machines What would be the im-

— pact of lowering the baseline consumption at servers
Table 1: Measured power, CPU UtI|IIZat|0n and networlgnd having Computers consume energy in proportion to
throughput for a peer and a server machine. their utilization[1]? In this case, our parameter =

and report only our final results. Simaz/Svase tends to infinity, and the ratio contrast-
a) Network energy. When considering only the in-N9 end-system energy consumption (eqn. (15)) becomes

network component of energy consumption, we find:  Zde/Ep2p = ¢/wp. At this point, the comparison between
data-centers and p2p systems depends only the relative

Eae 1 dg penalties due to data-center coolirygnd p2p overheads
o wd (14) (wp).
p2p  Wr Gp
More efficient peers We've seen that p2p systems are
This is usually< 1, sincew, > 1 and, for random peer often less energy-efficient within the network. Can this be
selectiond, < d,. Thus, as expected, p2p usually fareemedied? One approach would be to use smarter peer
worse, to an extent determined primarily by the efficiengelection. Studies show that a sizable fraction of peers

of the p2p protocol. are Qloser to any given client than is the data center[6].
b) End systems For the non-network energy componenintelligently selecting such closeby peers would lead to
we find: ds/d, > 1. With this, a p2p system can outperform
de _ € 1 15 data-centers even for in-network consumption provided
Epp w_p{ + s (1 — 1)} (15) " its communication overhead, < (ds/d,).

Weighing network energy and end system energy\e
saw that while p2p systems are more efficient in end-
Simaz . Pmax system consumption, data centers fare better on network
=5 =5 ) (16) consumption. Ultimately, the decision on which is prefer-
base base able depends on the relative magnitude of these two com-
With regard tor: since S,,., and P,,., depend on the ponents which in turn depends greatly on trature of
nature of the workload, we capture this influence by cothe task; computation-intensive tasks spend most of their
sidering two extreme values of(in today’s machines). energy in end systems while network energy is more rel-

e 7 = 2, representing computation-intensive tasks with&ant for communication-intensive tasks .

maximum power draw as large as double the baselin he above discussion illustrates the importance of
power (due to high CPU utilization). For — 2, we overall system architecture in determining the energy
have ’ ' efficiency of network services, as also the value of

Ey. ¢ 1 systemrwide models tha}t capture the energy consumption
B, —{1+ M_} (17)  of networked systems in their entirety.
b<p s

Wp
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