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m Retention specification vs. actual retention requirement m Retention requirement of a sector written into disks

— Interval from the time the sector is written to the time the sector is
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— |f we don’t need to guarantee the maximal retention time, which design
parameters of SSDs can be improved?

m Contribution m 68% to 99% of writes have retention requirements < 1 week
— We propose retention-aware designs to trade data retention for the benefits
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NAND Flash Model (a) Enterprise datacenter (b) Hadoop (c) TPC-C

m Threshold voltage (Vth) distribution model
— Probability density function of cells’” V,,
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writes (e.g., cleaning and wear-
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